Radial Basis Function Network-Based Transform for a Nonlinear Support Vector Machine as Optimized by a Particle Swarm Optimization Algorithm with Application to QSAR Studies
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The support vector machine (SVM) has been receiving increasing interest in an area of QSAR study for its ability in function approximation and remarkable generalization performance. However, selection of support vectors and intensive optimization of kernel width of a nonlinear SVM are inclined to get trapped into local optima, leading to an increased risk of underfitting or overfitting. To overcome these problems, a new nonlinear SVM algorithm is proposed using adaptive kernel transform based on a radial basis function network (RBFN) as optimized by particle swarm optimization (PSO). The new algorithm incorporates a nonlinear transform of the original variables to feature space via a RBFN with one input and one hidden layer. Such a transform intrinsically yields a kernel transform of the original variables. A synergetic optimization of all parameters including kernel centers and kernel widths as well as SVM model coefficients using PSO enables the determination of a flexible kernel transform according to the performance of the total model. The implementation of PSO demonstrates a relatively high efficiency in convergence to a desired optimum. Applications of the proposed algorithm to QSAR studies of binding affinity of HIV-1 reverse transcriptase inhibitors and activity of 1-phenylbenzimidazoles reveal that the new algorithm provides superior performance to the backpropagation neural network and a conventional nonlinear SVM, indicating that this algorithm holds great promise in nonlinear SVM learning.

1. INTRODUCTION

A support vector machine (SVM) is a relatively novel machine learning technique based on a statistical learning theory (SLT) principle proposed by Vapnik and co-workers in 1995.1,2 Compared with other learning machines, such as artificial neural networks (ANN) and a fuzzy learning machine (FLM), a SVM boasts its structural risk minimization (RSM) principle and has a desirable generalization performance. A SVM has demonstrated a good performance in model estimation problems by numerous successful applications.3–7 It has also shown great promise in quantitative structure–activity relation (QSAR) studies due to its ability to interpret the nonlinear relationships between molecular structure and bioactivities.8–11

To solve the problem of nonlinearity, generally SVM uses a device called kernel mapping to transform the data from the original variables to a feature space in which the model becomes linear, followed by a linear SVM technique to get the solution. Gaussian radial basis function transform with consistent kernel width is frequently utilized when the exact nonlinear model is unknown. Unfortunately, selection of support vectors and intensive optimization of kernel width in conventional SVM are inclined to get trapped into local optima. Moreover, a consistent kernel width also limits the flexibility of the kernel transform to adaptively approximate the unknown nonlinear model. The kernel width reflects the interaction between support vectors. If it is too small, then the interaction between support vectors would be weak, resulting in an inferior generalization performance, while too large a kernel width cannot ensure the accuracy of a model due to too strong an interaction between support vectors. Therefore, proper selection of support vectors and kernel width plays a crucial role in determining the approximation accuracy and generalization performance. In cases where insufficient or excessive support vectors are utilized in kernel transform, conventional SVM is still exposed to a substantial risk of underfitting or overfitting. On the other hand, the number of free parameters in the SVM model is equal to the number of support vectors. Training a SVM becomes computationally intensive, even prohibitive, when the training set is too large. Development of a new effective approach to select the parameters in kernel transform is of considerable significance for combating these problems and improving the learning and generalization performance of SVM.

In the present study, radial basis function network-based transform for a nonlinear support vector machine (RBFN-SVM) is proposed. Radial basis function network (RBFN) is a kind of feedforward neural network12 that is introduced in the solution of the real nonlinear interpolation problem. In the proposed algorithm RBFN is employed to implement the nonlinear kernel transform from the original variables to the feature ones. The original variables are used as the input of RBFN with one input and one hidden layer, and
the outputs of hidden nodes are obtained as the feature variables. Then, a linear model in the feature space is established using the SVM learning criterion. For effectively searching the optimal parameters in a RBFN and a linear model, a population stochastic optimization technique, particle swarm optimization (PSO), is invoked. Previous studies have shown that PSO works well in different optimization problems and has a relatively high efficiency in convergence to desirable optima. With optimization of the RBFN parameters and the SVM model relating the feature variables to the dependent ones using PSO, a very flexible kernel transform with adaptive selection of kernel centers and widths in terms of the SVM model error can be accomplished. The proposed RBFN-SVM algorithm has been applied to QSAR studies of two data sets, 2-amino-6-arylsulfonylbenzonitriles and their thio and sulfinyl congeners as HIV-1 reverse transcriptase (RT) inhibitors and 1-phenylbenzimidazoles as ATP-site inhibitors of the platelet derived growth factor receptor (PDGFR). The results have demonstrated that the proposed method can converge quickly toward the optimum and avoid the overfitting or underfitting as compared to a conventional nonlinear SVM algorithm that exhibits a deteriorated performance due to a greedy search toward the optimum and avoid the overfitting or underfitting. In contrast, the formulation of the RBFN-SVM learning in the reference to the feature variables via a RBFN with one input layer and one hidden layer. The original descriptors are used as the input of the RBFN. The hidden layer applies a nonlinear mapping of the original variables to a feature space using Gaussian functions with corresponding parameters of centers and widths. The feature variables are then obtained as the output of the hidden layer. Second, a linear SVM relating the feature variables to the dependent variable is established. Given \( \mathbf{x} \) as the input or the descriptor vector for a certain compound, the output of the \( k \)th hidden node (\( k = 1, \ldots, K \)) can be represented as follows

\[
\mathbf{o}_k = \exp \left\{ -\frac{||\mathbf{x} - \mathbf{c}_k||^2}{\sigma_k^2} \right\}
\]

where \( \sigma \) and \( \mathbf{c}_k \) are the kernel width and center, respectively, of the \( k \)th hidden node. The hidden layer outputs \( \mathbf{O} = (\mathbf{o}_1, \ldots, \mathbf{o}_K) \) can be regarded as a set of extracted feature variables obtained via the RBFN-based nonlinear kernel transform. Then, the SVM procedure is employed to model the following relationship between the extracted feature variables \( \mathbf{O} \) and the bioactivity, \( y \), of the compound.

\[
y = \mathbf{w}^T \times \mathbf{O} + b
\]

where \( \mathbf{w} \) is the weight vector to be identified in the function, and \( b \) is the threshold. The optimal regression function is given by the minimum of the cost function \( \Phi \)

\[
\Phi = \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \sum_{i=1}^{I} \left( L_{\epsilon}(y_i - y_o) \right)
\]

where

\[
L_{\epsilon}(y_i - y_o) = \begin{cases} 
|y_i - y_o| - \epsilon & \text{if } |y_i - y_o| \geq \epsilon \\
0 & \text{otherwise}
\end{cases}
\]

is the \( \epsilon \)-insensitive loss function measuring the error between the given observations (\( y_i \)) and the estimated ones (\( y \)), \( \epsilon \) is the tolerance zone, \( I \) is the number of the training compounds, and \( \frac{1}{2} \mathbf{w}^T \mathbf{w} \) is used as a measurement of the model complexity. The penalty constant \( C \) is introduced to determine the tradeoff between the empirical error and the model complexity. In this study, the penalty constant \( C \) is determined by sensitivity analysis and the tolerance zone \( \epsilon \) as a desired precision band is estimated according to the mean absolute error (MAE) calculated by a backpropagation (BP) training neural network (BPNN). To solve the problem of nonlinearity, the radial basis function network-based transform for a nonlinear SVM is proposed.

2.2. Radial Basis Function Network-Based Transform for a Nonlinear SVM (RBFN-SVM). The construction of a RBFN-SVM involves two main parts. First, it comprises a nonlinear kernel transform from the original descriptors to the feature variables via a RBFN with one input layer and one hidden layer. The original descriptors are used as the input of the RBFN. The hidden layer applies a nonlinear mapping of the original variables to a feature space using Gaussian functions with corresponding parameters of centers and widths. The feature variables are then obtained as the output of the hidden layer. Second, a linear SVM relating the feature variables to the dependent variable is established. Given \( \mathbf{x} \) as the input or the descriptor vector for a certain compound, the output of the \( k \)th hidden node (\( k = 1, \ldots, K \)) can be represented as follows

\[
o_k = \exp \left\{ -\frac{||\mathbf{x} - \mathbf{c}_k||^2}{\sigma_k^2} \right\}
\]

Compared with a conventional kernel transform-based nonlinear SVM, a RBFN-based nonlinear transform allows varying kernel widths for different hidden nodes. Moreover, the kernel centers are not limited as the sample points or some cluster centers. Instead, kernel centers and widths are optimized together with the model parameters, \( \mathbf{w} \) and \( b \), in terms of the model cost function as defined by eq 2 using the PSO algorithm. Note that eq 5 actually gives a model exactly generated by the RBFN. Considering the fact that a RBFN can approximate arbitrarily well any nonlinear continuous function, one can conclude that, with this flexible kernel transform, the model of eq 5 is capable of approximating any nonlinear function. This implies that such a RBFN-based kernel transform offers a very flexible nonlinear mapping for the original variables and is expected to have improved learning ability than a conventional nonlinear SVM. Moreover, due to this flexible kernel transform, one could reach a model with the desired cost using relatively few hidden nodes, thus reducing the complexity of kernel transform. This offers the possibility of avoiding the risk of overfitting caused by excessive support vectors utilized in kernel transform. On the other hand, a conventional nonlinear SVM algorithm involves two separate steps: one to select the kernel transform using a greedy search and the other to determine the linear model. Consequently, the kernel transform cannot be guaranteed to be optimal in terms of the structural risk minimization principle. In contrast, the formulation of the RBFN-SVM learning in terms of the structural risk minimization allows a synergetic optimization of all parameters including kernel centers \( \mathbf{c}_k \) and kernel widths \( \sigma_k \) as well as linear model coefficients \( \mathbf{w} \) and \( b \) using a global optimization technique, thereby enabling the determination of a kernel transform according to the performance of the total model. In this study, the PSO algorithm is invoked for the search of the optimal parameters.
in the RBFN-SVM model. This circumvents the risk of getting trapped in local optima and improves the convergence efficiency.

2.3. Particle Swarm Optimization (PSO). PSO has been used in the training of artificial neural networks, function optimization, and other genetic algorithm areas. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. Each particle keeps track of its coordinate in the problem space which is associated with the best solution (fitness) it has achieved so far. This value is called the personal best position (pBest) for particle \( i \) represented as \( p_i = (p_{i1}, p_{i2}, \ldots, p_{id}) \). Another best value that is tracked by the particle swarm optimizer is the best value obtained so far by all particles in the solution space called global best position (gBest) which is represented as \( p_g = (p_{g1}, p_{g2}, \ldots, p_{gd}) \). Each particle updates its velocity \( v_i = (v_{i1}, v_{i2}, \ldots, v_{id}) \) and position \( x_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \) by tracking these two best values according to the following equations:

\[
\begin{align*}
    v_{id}(\text{new}) &= w \times v_{id}(\text{old}) + c_1 \times r_1 \times (p_{id} - x_{id}) + c_2 \times r_2 \times (p_{gd} - x_{id}) \\
    x_{id}(\text{new}) &= x_{id}(\text{old}) + \mu \times v_{id}(\text{new})
\end{align*}
\]  

where \( w \) is an inertia weight which is brought into eq 6 to balance the global search and local search, and \( r_1 \) and \( r_2 \) are random numbers between 0 and 1. Two positive constants, \( c_1 \) and \( c_2 \), called learning factors are introduced and generally both take the integer value 2. In eq 7, \( \mu \) is the time parameter determining the different flying times for each particle. The particle swarm optimization concept consists of, at each time step, changing the velocity of each particle toward its pBest and gBest locations. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward pBest and gBest locations.

In this paper, PSO is employed to search the optimal solution of a RBFN-SVM by minimizing the cost function \( \Phi \) as the fitness function. Each particle is encoded as a real string representing the kernel centers (\( \epsilon \)) and widths (\( \sigma \)) as well as linear model coefficients \( w \) and \( b \). With the movement of the particles in the problem space, the optimal solution with a minimum value of the cost function \( \Phi \) will be obtained. Optimizing the kernel centers and widths and the weights of the SVM model relating the feature variables synergistically keeps the model from getting trapped into local optima and improves the model performance.

### Table 1. Results of QSAR Analysis of HIV-1 RT Inhibitors Using a RBFN-SVM Compared with Those Obtained by PLS, BPNN, and Conventional Nonlinear SVM

<table>
<thead>
<tr>
<th></th>
<th>PLS</th>
<th>BPNN</th>
<th>SVM</th>
<th>RBFN-SVM</th>
<th>PLS</th>
<th>BPNN</th>
<th>SVM</th>
<th>RBFN-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>data set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>training set</td>
<td>0.8846</td>
<td>0.9639</td>
<td>0.9199</td>
<td>0.9540</td>
<td>6.3093</td>
<td>1.5517</td>
<td>7.4748</td>
<td>2.6270</td>
</tr>
<tr>
<td>test set</td>
<td>0.8998</td>
<td>0.8485</td>
<td>0.8680</td>
<td>0.9404</td>
<td>4.5633</td>
<td>6.0126</td>
<td>7.8195</td>
<td>2.7295</td>
</tr>
</tbody>
</table>

* SVM: conventional nonlinear SVM using Gaussian kernel transform and optimized by quadratic programming.
set of 16 compounds. Each sample was described by the following 14 parameters including quadrupole and octupole polarizabilities (Quadrupole xx, Quadrupole xxx, Octupole yxz, Octupole yyy), total charge, subgraph count indices (SC-3 cluster), spatial descriptor (Shadow-Zlength), Jurs descriptor PPSA2 (total charge weighted partial positively charged molecular surface area), Connolly surface occupied volume, indicator variable I (having value 1 for sulfonyl compounds, value 0 otherwise), molecular connectivity parameters ($|\chi|^m_{ho}$, and three E-state indices (S-aaCH, S$_t$, S$_{15}$). $|\chi|^m_{ho}$ is the first-order valence molecular connectivity index of meta substituents. $|\chi|^m_{ho}$ was defined as if fragmental $|\chi|^m_{ao}$ values of the two meta substituents are different, then the lower value is called $|\chi|^m_{hb}$. In the symbol S-aaCH, ‘S’ represents the electronic topological state of atom, and ‘aaCH’ stands for CH with two aromatic bonds.

3.2. PDGFR Data Set. A set of 75 1-phenylbenzimidazoles reported by Brian et al. was also studied using the proposed method. 1-Phenylbenzimidazoles are shown to be a new class of ATP-site inhibitors of the platelet derived growth factor receptor (PDGFR). The activity IC$_{50}$ values were defined as the concentration of an inhibitor to reduce the level of $^{32}$P-$^{32}$P-ATP (from added $^{32}$P-ATP) incorporated into the copolymer substrate. The molecular basic structure of 1-phenylbenzimidazoles as PDGFR is shown in Figure 2.

### Table 2. Results of QSAR Analysis of PDGFR Using a RBFN-SVM Compared with Those Obtained by PLS, BPNN, and Conventional Nonlinear SVM

<table>
<thead>
<tr>
<th>data set</th>
<th>PLS (correlation coefficient)</th>
<th>BPNN (correlation coefficient)</th>
<th>SVM* (correlation coefficient)</th>
<th>RBFN-SVM (correlation coefficient)</th>
<th>RSS (sum of squared residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>training set</td>
<td>0.8766</td>
<td>0.9677</td>
<td>0.9747</td>
<td>0.9110</td>
<td>8.9140</td>
</tr>
<tr>
<td>test set</td>
<td>0.8614</td>
<td>0.8506</td>
<td>0.8641</td>
<td>0.9191</td>
<td>4.6372</td>
</tr>
</tbody>
</table>

* SVM: a conventional nonlinear SVM using Gaussian kernel transform and optimized by quadratic programming.

Figure 2. Molecular basic structure of 1-phenylbenzimidazoles as PDGFR.

4. RESULTS AND DISCUSSION

### 4.1. HIV-1 RT Binding Affinity Data Set. The performance of the RBFN-SVM was first examined by modeling the binding affinity of HIV-1 RT inhibitor data. As a comparison, partial least-squares (PLS) method with six latent variables was invoked using the selected 14 variables. The calculated results are listed in Table 1. The correlation coefficient (R) for the training set and the test set are 0.8846 and 0.8998, respectively. The correlation between the calculated and observed values of binding affinity is shown in Figure 3a. To further examine nonlinearity correlation between the molecule structure and the binding affinity, ANN trained by BP with 20 hidden nodes was employed. To reduce the possibility of the BPNN to overfitting the training data, a monitoring set including 12 samples was randomly picked from the training samples for training the BPNN. But the results are even poorer than those obtained by PLS because of serious overfitting, shown in Figure 3b. The correlation coefficient for the training set trained by the BPNN is 0.9639 but 0.8485 for the test set, and the sum of squared residual (RSS) is 1.5517 for the training set but 6.0126 for the test set compared with 6.3093 and 4.5633, respectively, which are obtained by PLS. A conventional nonlinear SVM gives a correlation coefficient of 0.9199 and a RSS of 7.4748 for the training set and a correlation coefficient of 0.8680 and a RSS of 7.8195 for the test set. It can be seen that the modeling error is rather high from the correlation between the calculated and observed values of binding affinity shown in Figure 3c.

To improve the QSAR model, a RBFN-SVM algorithm is applied to the HIV-1 RT binding affinity data. The hidden layer with 20 nodes was considered in this case. According to the MAE calculated by the BPNN, $\epsilon$ in the loss function is estimated as 0.0450. The sensitivity analysis of the penalty constant $C$ is revealed in Figure 4. It can be observed that
the RBFN-SVM model reaches the best performance when $C$ takes the value of 100. Taking advantage of both the RBFN and PSO, the RBFN-SVM shows a good performance for modeling and prediction. A correlation coefficient for a training set of 0.9540 was obtained by a RBFN-SVM and that for the test set was improved to 0.9404, and the RSS was also improved greatly, down to 2.6270 and 2.7295 for training and test sets, respectively, indicating that the RBFN-SVM yielded a QSAR model with desirable generalization ability. The correlation between the calculated and experimental values of binding affinity is shown in Figure 3d. It shows that a RBFN-SVM is very effective in conquering overfitting which is a serious problem in the BPNN as shown in Figure 1b. Compared with a conventional nonlinear SVM, a RBFN-SVM provides an enhanced performance for both the training set and the test set, exhibiting that the proposed algorithm has better precision in modeling and superior generalization in prediction. Useful information was sufficiently extracted via a nonlinear RBFN transform. Flexible kernel widths bring a higher accuracy of model, especially for the HIV-1 RT binding affinity data set in which samples differ from each other obviously with respect that they are actually three kinds of compounds in the data set. Given equal width to different kernels would result in poor model precision which can be seen from the results obtained by a conventional nonlinear SVM in which the parameter $\sigma$ is uniform 0.72 (selected by a grid search and cross-validation). In a RBFN-SVM, each kernel has the best appropriate width with it as optimized by PSO. More flexible nonlinear mapping, with kernel centers, widths, and linear model coefficients optimized synergistically using the PSO algorithm guaranteed that a RBFN-SVM could generate an excellent model.

4.2. PDGFR Data Set. For further testing the performance of a RBFN-SVM, this new algorithm was applied to model the activity of 1-phenylbenzimidazoles, as comparisons, PLS, BPNN, and a conventional nonlinear SVM were also employed. The 17 selected variables were used in these four models. Table 2 summarizes the statistical results. PLS with six latent variables gives a correlation coefficient of 0.8766

Figure 3. (a) Calculated versus experimental values of the binding affinity using PLS modeling with six latent variables for HIV-1 RT binding affinity data set. (b) Calculated versus experimental values of the binding affinity using BPNN modeling. (c) Calculated versus experimental values of the binding affinity using conventional nonlinear SVM modeling. (d) Calculated versus experimental values of the binding affinity using RBFN-SVM modeling.

Figure 4. The sensitivity analysis of penalty constant $C$ for HIV-1 RT binding affinity data set.
and a RSS of 8.9140 for the training set and a correlation coefficient of 0.8614 and a RSS of 4.6372 for the test set. The poor results shown in Figure 5a reveal the nonlinearity between the molecular structures of 1-phenylbenzimidazoles and their biological activities failed to be represented in a linear plot. The correlation between the results calculated by the BPNN with 20 hidden nodes and observed values of bioactivities is shown in Figure 5b. A monitoring set was used for training the BPNN to mitigate the probability of overfitting the training data. The BPNN brings good results of model training, with a correlation coefficient of 0.9677 and a RSS of 2.0244, but poor prediction, with a correlation coefficient of 0.8506 and a RSS of 7.5141. A conventional nonlinear SVM failed to improve the model. The correlation coefficients for the training set and the test set are 0.9747 and 0.8641, respectively. The high correlation coefficient of the training set and the low correlation coefficient for prediction imply a serious problem of overfitting due to excessive support vectors selected in the process of modeling.

To improve the QSAR model, a RBFN-SVM algorithm was applied to predict the inhibitory activity of 1-phenylbenzimidazoles. The same number of hidden nodes with the BPNN was given to the RBFN-SVM. According to the MAE calculated by the BPNN, $\epsilon$ in the loss function is estimated as 0.0644. The sensitivity analysis of the penalty constant $C$ is demonstrated in Figure 6. It is clear that when $C$ is greater than or equal to 100, a large change in $C$ results in a relatively small change in the outcomes, so $C$ takes 100 in this model. The correlation coefficient is 0.9110 for the training set and 0.9191 for the test set. In contrast to PLS, BPNN, and a conventional nonlinear SVM, the newly proposed method presents a better performance. At a certain extent, a RBFN-SVM enhanced the precision of the model, that is, the RSS of 8.9140 for the training set of PLS is down to 6.5349. A RBFN-SVM also exhibits good generalization ability. By the comparison of Figure 5b–d, it can be seen that a RBFN-SVM improved the model prediction performance effectively, and the RSS for the test set is down to 3.1859 from 7.5141 (BPNN) and 4.5288 (a conventional nonlinear SVM) as shown in Table 2, respectively. As a whole, the results show
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**Figure 5.** (a) Calculated versus experimental values of the binding affinity using PLS modeling with six latent variables for PDGFR data set. (b) Calculated versus experimental values of the binding affinity using BPNN modeling. (c) Calculated versus experimental values of the binding affinity using conventional nonlinear SVM modeling. (d) Calculated versus experimental values of the binding affinity using RBFN-SVM modeling.
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**Figure 6.** The sensitivity analysis of penalty constant $C$ for PDGFR data set.
the RBFN-SVM has the best performance rather than PLS, BPNN, and a conventional nonlinear SVM on modeling the activity of 1-phenylbenzimidazoles. Using a small quantity of hidden nodes in the RBFN-SVM based on the desired accuracy, one reduced the complexity of the model and avoided the problem of overfitting. Moreover, a synergetic optimization of all parameters using PSO substantially improved the performance of the total model of the RBFN-SVM, which also guaranteed the model from getting trapped in local optima.

To further demonstrate the behavior of the algorithms, five different random combinations of training and test sets were investigated. The model obtained by the RBFN-SVM training was used to predict the activity of 1-phenylbenzimidazoles. The procedure was repeated five times for the five combinations. The mean correlation coefficients in the five computations were 0.9126 and 0.9104 for the training and test sets, respectively. The mean RSS of 6.6503 for the training sets and 3.2655 for the test sets were obtained. In contrast, the mean correlation coefficients for the training and test sets over the five computations calculated by the BPNN were 0.9683 and 0.8510, respectively. A conventional nonlinear SVM gives the mean correlation coefficient of 0.9801 and the mean RSS of 1.6640 for the training sets and the mean correlation coefficient of 0.8601 and the mean RSS of 4.5058 for the test sets. These results showed that a RBFN-SVM performed better than a BPNN and a conventional nonlinear SVM and that the good performance was not due to a fortuitous choice of the training and test sets.

5. CONCLUSION

In this paper, a radial basis function network-based transform for a nonlinear SVM as optimized by PSO has been proposed. The introduction of a RBFN makes a more flexible nonlinear kernel transform, which greatly enhanced the ability of overcoming underfitting and overfitting. The use of PSO makes it possible for synergetic optimization of all parameters including kernel centers and kernel widths as well as linear model coefficients which are also essential for a quick convergence. The performance of a RBFN-SVM was evaluated by using two QSAR data sets which revealed that the good performace was not due to a fortuitous choice of the training and test sets.
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