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Abstract

Frequency-domain equalization (FDE) has been shown to be an effective approach to combat frequency-selective wireless channels. In this letter we propose a layered space-frequency equalization (LSFE) architecture for a single-carrier (SC) multiple-input multiple-output (MIMO) system, where MIMO FDE is employed at each stage or (layer) of detection. At a particular stage, a group of the best data streams in the minimum mean square error (MMSE) sense are detected and are canceled from the received signals. Simulation results show that our proposed LSFE structures can outperform layered space-time equalization (LSTE) structures and uncoded orthogonal frequency division multiplex (OFDM), especially at a higher delay spread. Performance is enhanced further, by incorporating the FDE with time-domain decision feedback (referred to as FD-DFE) at each stage of LSFE. We also provide performance analysis for LSFE, in comparison with OFDM.
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I. INTRODUCTION

Frequency domain equalization (FDE) [1-4] for a single carrier (SC) system has been shown to be effective to combat frequency-selective channels, and has been proposed in IEEE 802.16 [5]. Compared to orthogonal frequency division multiplex (OFDM), FDE has similar structure but lower peak-to-average ratio (PAR) and less sensitivity to carrier synchronization [1], and this arises from the use of SC modulation. Compared to time-domain equalization [6-7], FDE requires less complexity to achieve the same performance, especially in highly dispersive channels.

In this letter we propose a layered space-frequency equalization (LSFE) structure for SC multiple-input multiple-output (MIMO) systems over frequency-selective channels, by employing both FDE and successive interference cancellation. At each stage or layer of LSFE, the MIMO FDE scheme is employed to detect a group of the best data streams in the minimum mean square error (MMSE) sense. The output data streams are then canceled from the received signals before they are passed to the next stage.

In previous work, the layered space-time architecture [8] was developed for MIMO systems. The original prototype Vertical Bell Laboratories Layered Space-Time (V-BLAST) [9] was for flat fading channels. It was extended to the environment of frequency-selective channels in [10], where at each stage of detection, a selected data stream is estimated by using the multiple-input single-output (MISO) DFE, and is canceled from the received signals. Further extension was made in [11] by employing MIMO DFE at each stage, and these structures are referred to as layered space-time equalization (LSTE) structures here. For the FDE approach, most work has focused on single-input single-output (SISO) [1-2] or single-input multiple-output (SIMO) [3] systems. In [12], FDE was employed in a MIMO system, where all the signals are detected simultaneously.

Our work is different in that we introduce FDE to the layered structure. Simulation results show that our proposed LSFE structures outperform uncoded OFDM and LSTE, especially at a higher delay spread. The impact of imperfect channel estimation on performance is also demonstrated. Besides, we incorporate FDE with time-domain decision feedback (referred to as FD-DFE), which further enhances the performance. This so-called FD-DFE scheme was originally proposed by [5], however, it was only for SISO systems and no in-depth investigations were made. We also provide performance analysis for LSFE, compared with OFDM.
II. SYSTEM MODEL

We consider an uncoded complex baseband-equivalent MIMO system with $K$ transmit antennas and $L$ receive antennas. Let $d_k[i]$ denote the $i$th data symbol within a block of $M$ symbols transmitted by the $k$th ($k=1,...,K$) antenna, with unit average symbol energy and symbol period $T$. The overall channel memory is assumed to be $N$, lumping the effects of transmit filter, receive filter and physical channel. Each data block is pre-pended with a cyclic prefix (CP), which is the repetition of the last $N$ symbols of the block. The received signals are sampled at integer time instants, and the CP is discarded to eliminate the inter-block interference (IBI) and to make the channel response appear to be periodic in the frequency domain with period $M$.

Define $x[m]$ as the received signal vector of $L$ antenna elements, at the $m$th time sample as

$$x[m] = \sum_k \sum_i h_k[i]d_k[m-i] + n[m]$$  \hspace{1cm} (1)

where $h_k[i](i=0,...,N)$ is the overall channel impulse response (CIR) with respect to $d_k[m-i]$, and $n[m]$ denotes the AWGN vector, whose elements have single-sided power spectral density $N_0$. The received signals are transferred into the frequency domain, and the Discrete Fourier transform (DFT) of $x[m]$ is given by

$$X[m] = \sum_k H_k[m]D_k[m] + N[m]$$  \hspace{1cm} (2)

where $X[m] = \sum_{i=0}^{M-1} x[i]e^{-j2\pi im/M}$, $H_k[m] = \sum_{i=0}^{N} h_k[i]e^{-j2\pi im/M}$, $D_k[m] = \sum_{i=0}^{M-1} d_k[i]e^{-j2\pi im/M}$ and $N[m] = \sum_{i=0}^{M-1} n[i]e^{-j2\pi im/M}$.

III. LAYERED SPACE-FREQUENCY EQUALIZATION

A. Algorithm Description

The system block diagram of the proposed LSFE structure is shown in fig.1, where at each stage the MIMO FD-DFE is employed (FDE is a special case of FD-DFE). We assume that there are $J$ ($1 \leq J \leq K$) detection stages in total. At the $j$th stage, $m_j^{(j)}$ ($\sum_j m_j^{(j)} = K$) data streams are detected, and are canceled from the received signals. In general this allows tradeoffs between performance and complexity by choosing different $m_j^{(j)}$ for different stages, in a similar way to the LSTE structures described in [11].

Fig.2 illustrates the $j$th stage of LSFE, where the $m_j^{(j)}$ best data streams in the MMSE sense are detected by using MIMO FD-DFE. The FD-DFE is composed of block-wise FDE and symbol-wise DFE. After discarding the first $N$ received signal vectors that correspond to the cyclic prefix, the $M$ sampled signals at each antenna are first converted from serial to parallel (S/P), and then
transferred into the frequency domain by fast Fourier transform (FFT). A block-wise linear frequency-domain equalizer with \(LM\) inputs and \(m_{ij}^{(j)}M\) outputs performs channel equalization. The frequency-domain equalized signals are then transferred back to the time domain by inverse FFT (IFFT), and are converted back from parallel to serial (P/S). Before they are input into a decision device denoted by \(Q(.)\), a symbol-wise feedback filter (FBF) of memory \(B\) with \(m^{(j)}\) inputs and \(m^{(j)}\) outputs eliminates the inter-symbol interference (ISI) from the \(m^{(j)}B\) recently detected symbols, to implement the time-domain symbol-wise DFE. Note that MIMO FD-DFE reduces to FDE when \(B=0\), and to MISO when \(m^{(j)}=1\), and therefore is very general.

In this letter, we focus on three LSFE structures with \(J=1,K/2,K\) stages, respectively. This is achieved by setting \(m^{(j)}=K/2,1\) for each stage, respectively. Note that when \(m^{(j)}=K\) and \(B=0\), LSFE reduces to the single-stage FDE in [8], where all the signals are detected simultaneously.

**B. Equalizer Design**

Our equalizer design and data selection are based on the MMSE criterion. Assuming perfect cancellation of the previously output signals, the modified input signal \(X[m]\) at the \(j\)th stage is expressed as

\[
X[m] = \sum_k H_j[m]D_j[m] + N[m]
\]

where \(k\) denotes the summation over the undetected data streams. It should be noted that in practice \(X[m]\) may contain errors due to imperfect channel estimation and/or imperfect signal estimation. We assume that at the \(j\)th stage, \(m^{(j)}=m_o\) data streams are selected for detection. Let \(d_{k^{(j)}i}[n]\) denote the signal transmitted by the \(k^{(j)}\)th \((k^{(j)} \in \{1,...K\})\) antenna, which corresponds to the \(n\)th \((n=1,...m_o)\) output branch of the FD-DFE block. Also let \(\hat{d}_{k^{(j)}i}[n]\) and \(\hat{d}_{k^{(j)}o_i}[n]\) indicate the soft estimate and hard estimate of \(d_{k^{(j)}i}[n]\), respectively. Define \(d[i] = [d_{k^{(j)}i}[n] \cdots d_{k^{(j)}o_i}[n]]^T\) as the detected signal vector, where \((.)^T\) denotes the transpose operation. The soft and hard estimates of \(d[i]\) are denoted by \(\hat{d}[i] = [\hat{d}_{k^{(j)}i}[n] \cdots \hat{d}_{k^{(j)}o_i}[n]]^T\) and \(\hat{d}[i] = [\hat{d}_{k^{(j)}i}[n] \cdots \hat{d}_{k^{(j)}o_i}[n]]^T\), respectively.

Let \(W[m]\) \((m=0,...M-1)\) denote the FDE weight matrix with respect to the \(m\)th frequency tone, which is of dimension \(L \times m_o\), and \(v_{k^{(j)}i}[m]\) \((m=1...B)\) denote an FBF weight vector with respect to \(d_{k^{(j)}i}[m-i]\). The soft estimate \(\hat{d}[i]\) can be expressed as

\[
\hat{d}[i] = \frac{1}{M} \sum_{m=0}^{M-1} W[m]X[m]e^{j2\pi nm/M} - \sum_{n=1}^{B} v_{k^{(j)}i}[m]\hat{d}_{k^{(j)}i}[m-i]
\]

where \((.)^H\) denotes the complex-conjugate transpose (or Hermitian) of a matrix or a vector.
Both the equalizer coefficients and data selection are determined to minimize

\[
\Lambda = E\left[ \| \tilde{d}[i] - d[i] \|^2 \right] = \sum_{n=1}^{m_0} E\left[ \| \tilde{d}_k^{(a)}[i] - d_k^{(a)}[i] \|^2 \right] = \sum_{n=1}^{m_0} \text{MSE}_{FD-DFE,k^{(a)}}
\]

where \( \text{MSE}_{FD-DFE,k^{(a)}} = E\left[ \| \tilde{d}_k^{(a)}[i] - d_k^{(a)}[i] \|^2 \right] \) is the MSE between \( \tilde{d}_k^{(a)}[i] \) and \( d_k^{(a)}[i] \).

Before the equalizer design, we define

\[
f_k[m] = [\hat{H}_k[0], \ldots, \hat{H}_k[M-1]]^T \]

where \( \hat{H}_k[m] \) denotes the estimate of \( H_k[m] \). In particular, we have

\[
f_k[0] = [\hat{H}_k[0], \ldots, \hat{H}_k[M-1]]^T
\]

When deriving the equalizer coefficients, we assume perfect decision feedback (i.e., \( \hat{d}_k[i] = d_k[i] \)) and perfect channel estimation (i.e., \( \hat{H}_k[m] = H_k[m] \)). As shown in fig.2, let \( U \) denote the \( LM \times m_o \) overall FDE weight matrix, which is given by

\[
U = [w^T[0], \ldots, w^T[M-1]]^T
\]

It can be shown that the resulting optimum FDE weight matrix \( U \) is given by

\[
U = \Gamma^{-1} F[0]
\]

where

\[
\Gamma = \frac{1}{M} \left( \sum_{k} \sum_{m=0}^{M-1} f_k[m] f_k^H[m] - \sum_{n=0}^{m_0} \sum_{k} f_k^{(a)}[m] f_k^{(a)}^H[m] \right) + N_0 I
\]

\( \Gamma \) is the autocorrelation matrix of the input signal vector, with perfect decision feedback of the previously detected signals. And

\[
F[0] = [f_0^{(a)}[0], \ldots, f_{m_0}^{(a)}[0]]
\]

The optimum FBF weight vector \( v_{k^{(a)}}[m] \) is given by

\[
v_{k^{(a)}}[m] = \frac{1}{M} f_k^{(a)}[m] \Gamma^{-1} F[0]
\]

The resulting MSE with respect to \( d_k^{(a)}[i] \) is

\[
\text{MSE}_{FD-DFE,k^{(a)}} = \frac{1}{M} f_k^{(a)}[0] \Gamma^{-1} f_k^{(a)}[0]
\]

Note that when \( B=0 \), FD-DFE reduces to FDE, and \( r \) becomes a block diagonal matrix as

\[
r = \begin{bmatrix} R[0] & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & R[M-1] \end{bmatrix}
\]

where
\[ R[m] = \sum_i \hat{H}_i[m] \hat{H}_i^*[m] + N_0 I \] (15)

\( w[m] \) can be simply expressed as
\[ W[m] = R^{-1}[m] \begin{bmatrix} \hat{H}_{k_0}[m] \\ \vdots \\ \hat{H}_{k_{M-1}}[m] \end{bmatrix} \] (16)

This implies that the FDE weight matrix for each frequency tone is uncorrelated with each other. The MSE in (13) reduces to
\[ MSE_{FDE,k} = 1 - \frac{1}{M} \sum_{m=0}^{M-1} H_{k,m}^H[m] R^{-1}[m] \hat{H}_{k,m}[m] \] (17)

IV. PERFORMANCE ANALYSIS

To determine the performance of LSFE, we first investigate the equalizer output signal to interference-and-noise ratio (SINR) at a particular stage. Without loss of generality, we assume QPSK modulation. Let \( \gamma_k \) denote the output SINR with respect to the detected signal \( d_k[m] \). The corresponding bit error rate (BER) can be approximated by \( BER_k = Q\left(\sqrt{\gamma_k}\right) \). For an unbiased MMSE filter [6], it can be shown that the output SINR can be related to the MSE by \( \gamma_k = \frac{1}{MSE_k} - 1 \). Using the Gaussian tail function and further approximations, for a high SNR the BER can be upperbounded by
\[ BER_k \leq \exp(-\gamma_k) \] (18)

We first compare the performance of the FDE \((B=0)\) based LSFE and its FD-DFE \((B>0)\) based equivalent, assuming perfect cancellation of the previously output signals and perfect decision feedback from the FBF (for FD-DFE). Let \( \Delta MSE_k \) denote their MSE difference with respect to \( d_k[m] \), which is given by:
\[ \Delta MSE_k = MSE_{FDE,k} - MSE_{FD-DFE,k} = \frac{1}{M} f_k^H[0] D f_k[0] \] (19)

where \( d = f_{FDE} - f_{FD-DFE} \), with \( f_{FDE} \) and \( f_{FD-DFE} \) given by (14) and (10), respectively. It can be easily shown that \( d \) is nonnegative definite, and therefore \( \Delta MSE_k \geq 0 \). Thus, the BER of FD-DFE is guaranteed to be the same or better than the BER of FDE.

The BLAST-like OFDM structure has been developed in [13], where at each stage and for each subcarrier, the data symbol with the smallest MSE is detected and output. The received signals are updated by canceling the interference of the output signals. To compare with LSFE, we generalize this layered OFDM structure by employing an arbitrary number of output data symbols for each subcarrier at each stage. Similar to LSFE, with \( K, K/2 \) and 1 output symbols per
subcarrier at each stage, we achieve the \( J=1, K/2 \) and \( K \)-stage OFDM structures, respectively. Note that the \( K \)-stage OFDM is the same as the BLAST-like OFDM structure in [13].

Comparing a particular stage of the FDE based LSFE to its OFDM counterpart, the main hardware difference is that the IFFT block is moved from the receiver to the transmitter. Therefore, both the structures have the same coefficients and similar complexity. It is interesting to compare the performance of the FDE based LSFE and OFDM. At a particular stage, the MSE with respect to the \( m \)th OFDM symbol (or subcarrier) transmitted by the \( k \)th antenna is given by

\[
MSE_{OFDM,k} = 1 - \hat{H}_k^H[m] R^{-1}[m] \hat{H}_k[m]
\]

(20)

The corresponding output SINR is

\[
\gamma_{OFDM,k} = \frac{1}{MSE_{OFDM,k}} - 1
\]

(21)

Substituting (21) into (18), the BER corresponding to the \( m \)th OFDM symbol transmitted by the \( k \)th antenna is bounded by

\[
BER_{OFDM,k} \leq \exp \left( -\frac{1}{MSE_{OFDM,k}} \right)
\]

The average BER of OFDM with given channel realization is determined by averaging over all the symbols, which is bounded by:

\[
BER_{OFDM} = \frac{1}{M} \sum_{m=0}^{M-1} BER_{OFDM,k} \leq \frac{1}{M} \sum_{m=0}^{M-1} \exp \left( -\frac{1}{MSE_{OFDM,k}} \right)
\]

(22)

Comparing (17) and (20), we notice that the MSE for each FDE symbol is the average of MSEs for all the OFDM symbols, i.e.,

\[
MSE_{FDE,k} = \frac{1}{M} \sum_{m=0}^{M-1} MSE_{OFDM,k}
\]

(23)

Thus, the SNR with respect to the FDE symbol transmitted by the \( k \)th antenna is

\[
\gamma_{FDE,k} = \frac{1}{MSE_{FDE,k}} - 1 = \frac{1}{M} \sum_{m=0}^{M-1} MSE_{OFDM,k} - 1
\]

(24)

Using (18) and (24), the upper bound on the BER of FDE is given by

\[
BER_{FDE,k} \leq \exp \left( -\frac{1}{M} \sum_{m=0}^{M-1} MSE_{OFDM,k} \right)
\]

(25)

which should be compared to (22).

To gain an insight into the relation between the FDE based LSFE and the equivalent OFDM, we first consider the special case of flat fading environment \( (N=0) \), where the channel frequency response \( H_k[m] \) reduces to the CIR denoted by \( h_k \) which is an \( L\times1 \) vector. Thus, at a particular
stage both the LSFE and OFDM structures reduce to a linear MMSE detector. Each symbol transmitted by the \( k \)th antenna has the same MSE given by

\[
MSE_k = 1 - \hat{h}_k^H R^{-1} h_k = (1 + \hat{h}_k^H R_k^{-1} \hat{h}_k)^{-1}
\]

(26)

where \( \hat{h}_k \) denotes the estimate of \( h_k \), \( R = \sum_n \hat{h}_n h_n^H + N_0 I \) and \( R_k = \sum_n \hat{h}_n h_n^H + N_0 I \). Both the FDE based LSFE and OFDM have the same BER upper bounded by

\[
BER_k \leq \exp\left(-\hat{h}_k^H R_k^{-1} \hat{h}_k\right)
\]

(27)

Therefore, the FDE based LSFE and its OFDM equivalent have the same performance in flat fading. By averaging the conditional BER over the fading channel statistics, the average BER can be obtained, which has been studied \([14-15]\) intensively.

In frequency-selective channels, by approximating the elements of the discrete-time CIR as i.i.d. zero-mean complex Gaussian random variables, \( \gamma_{OFDM,h} \) has chi-square distribution with \( 2L \) degrees of freedom \([14]\). Thus, the average BER of OFDM can be approximated by its BER for flat fading. For LSFE, however, frequency diversity can be achieved to provide enhanced BER, although it is difficult to express the distribution of the output SINR given by (24) and therefore not possible to give the exact average BER by taking the integral of the conditional BER multiplied by the probability density function of the output SINR. Comparing the output SINRs for OFDM in (21) to that of FDE in (24), it suggests that less fluctuation of SINR is likely to yield better average BER performance.

It should be noted that in flat fading channels the conventional DFE also provides the same performance as FDE and OFDM, with the FBF weight equal to zero. However, it can be deduced from (12) that the FBF weight in FD-DFE is non-zero which may lead to some error propagation.

V. SIMULATION RESULTS

We use simulation results to show performance of LSFE, by focusing on the three structures described in section II-A. We employ \( K=4 \) transmit antennas and \( L=4 \) receive antennas. Each data block consists of \( M=64 \) QPSK symbols, with a symbol rate of 1.25 Mbaud (i.e., a symbol period of \( T = 0.8 \mu s \)). Both the transmit and receive filters use a raised-cosine pulse with a roll-off factor of 0.35. The physical channel is modeled by following the exponential power delay profile \([11]\) with an RMS delay spread \( \sigma \). The overall channel is of memory \( N=6 \). The SNR is defined as the spatial average ratio of the received signal power to noise power.

Comparisons are performed with the uncoded OFDM based layered structures, which have been described in section IV. As the equivalents of LSFE, we use OFDM structures with \( J=1,2 \)
and 4 stages. We also investigate the performance of the 1-stage and 4-stage LSFE, which has the same structure as LSFE except that the FD-DFE or FDE at each stage is replaced by DFE. The 1-stage DFE structure has been extensively investigated [16-17], where MIMO DFE is used to detect all the signals simultaneously. The 4-stage LSFE structure was developed in [11], where MISO DFE is utilized to detect a selected data stream at each stage. All the DFE blocks employ a symbol-spaced feedforward filter (FFF) of memory \( F = 4 \) and an FBF of memory \( B = 4 \). The decision delay of DFE is optimized by using the scheme in [11] for each stage.

In fig.3, we demonstrate the performance of the 1-stage and 4-stage FD-DFE based LSFE structures (\( B > 0 \)), compared to their FDE based counterparts (\( B = 0 \)). Perfect channel state information (CSI) is assumed. We consider a typical urban environment where the RMS delay spread is \( \sigma = 1 \mu s \). Thus, the RMS delay spread normalized to the symbol period is \( \sigma / T = 1.25 \). The 4-stage FDE outperforms the 1-stage FDE in [8] with an SNR gain of around 5dB at BER=1e-4, benefiting from the increased degree of freedom stage by stage. By employing an FBF, the 1-stage FD-DFE also increases the degree of freedom and therefore provides much better performance than 1-stage FDE, with an SNR gain of over 3dB for \( B = 1 \) and 5dB for \( B = 4 \) at BER=1e-4. The 4-stage FD-DFE (\( B = 4 \)) yields the best performance, with a small SNR gain of less than 1dB over both the 4-stage FDE and 1-stage FD-DFE (\( B = 4 \)) at BER=1e-4. It can be deduced that the use of FBF yields fewer contributions to the performance enhancement of the multistage LSFE, since much of the performance gain has been achieved.

Fig.4 demonstrates the impact of channel estimation error on the performance, by using the 1-stage and 4-stage FDE based LSFE (\( B = 0 \)). We use the least-squares (LS) frequency-domain channel estimation scheme in [8], where each antenna transmits a training sequence of a moderate length \( M \) (with a length-\( N \) CP) simultaneously. The training sequences are designed such that each one occupies \( m / k \) mutually exclusive frequency tones. Thus, the channel estimation for the MIMO system reduces to multiple SISO channel estimations. In fig.4, dashed lines indicate imperfect CSI. The channel estimation scheme provides reasonable accuracy, especially at a higher SNR. It can also been shown that the channel estimation accuracy is insensitive to the change of training sequence length when the length is above a moderate value. Besides, the multistage LSFE is more susceptible to imperfect CSI, which worsens the effect of error propagation. For instance, at BER=1e-3, the performance losses for 1-stage and 4-stage LSFE are around 0.4dB and 1.2dB, respectively. For comparison, we also provide the average BER of the 4-stage FDE with both perfect CSI and perfect interference cancellation. It shows that the
multistage structure with imperfect interference cancellation has the same diversity order as the one with perfect interference cancellation, assuming perfect CSI. This implies that the overall performance of multistage LSFE is mainly determined by its first stage.

Fig. 5 illustrates the performance of the 1-stage, 2-stage and 4-stage FDE-based LSFE structures \((B=0)\) compared to the performance of their uncoded OFDM counterparts, with perfect CSI and an RMS delay spread of \(\sigma = 1.25T\). All the LSFE structures outperform their uncoded OFDM counterparts, by achieving frequency diversity without coding. At BER=1e-4, the 4-stage FDE outperforms the 4-stage OFDM by about 3dB. In particular, the 2-stage FDE has better performance and less complexity than the 4-stage OFDM at a higher SNR.

Fig. 6 shows performance of the 1-stage and 4-stage LSFE \((B=0,1,4)\), OFDM and LSTE \((F=4,B=4)\), in terms of BER versus the normalized RMS delay spread, at a fixed SNR=20dB. We assume that all the structures have the same overhead (due to training/CP) and long enough but moderate training sequences to allow channel estimation error to be ignored at a high SNR. As discussed in section IV, in flat fading (i.e., \(\sigma = 0\)) the performance of the FDE based LSFE, OFDM and LSTE converge, while the FD-DFE based LSFE structures have a small performance loss due to error propagation in the FBF. In frequency-selective channels \((\sigma > 0)\), however, the LSFE structures outperform the others. They also provide better performance than in flat fading by achieving frequency diversity, especially at a higher normalized delay spread. Besides, the 1-stage FD-DFE \((B=4)\) outperforms the 4-stage FDE \((B=0)\) when \(\sigma / T > 1.1\), and has the trend to outperform the 4-stage FD-DFE with the increase of delay spread. The performance of OFDM is relatively robust to the change of delay spread, slightly degrading from the flat fading case. The DFE based LSTE structures provide similar results to their LSFE counterparts at a lower delay spread, by exploiting the channel memory with an FBF. As the delay spread increases, however, less channel energy is captured by the FBF and the LSTE structures suffer from severe performance degradation. It should be noted that the DFE based LSTE structures with \((F=4,B=4)\) have comparable complexity with the FDE based LSFE structures. This suggests that the FDE based LSFE is superior to the DFE based LSTE with comparable complexity especially with a higher delay spread.

VI. CONCLUSIONS

In this letter we propose the LSFE architecture for a SC MIMO system over frequency-selective channels, by employing the MIMO FDE or FD-DFE at each stage. Simulation results show significant performance gains of the LSFE structures over LSTE and uncoded OFDM
structures especially at a higher delay spread, which allows the use of a higher data rate and tradeoffs between the performance and complexity. It is shown that the FDE based multistage LSFE structure has enhanced performance over the previous single-stage FDE structure. FD-DFE is more suitable for a high data rate system in terms of both performance and complexity. Further, it can be deduced that the overall performance of multistage LSFE is mainly determined by its first stage. Additionally, the multistage LSFE structures are more vulnerable to channel estimation errors.
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Fig. 1: Block diagram of LSFE with $m_j^{(j)} (j=1,...,J)$ output data streams for the $j$th stage (FDE is a special case of FD-DFE).

Fig. 2: Block diagram of FD-DFE for the $j$th stage of LSFE with $m_j^{(j)}$ output data streams (FD-DFE reduces to FDE when $B=0$).
Fig. 3: Performance of the 1-stage and 4-stage LSFE ($B=0, 1, 4$) with $K=4$, $L=4$, RMS delay of $\sigma = 1.25T$ and perfect CSI.

Fig. 4: Impact of imperfect channel estimation and imperfect interference cancellation on performance of the 1-stage and 4-stage LSFE ($B=0$) with $K=4$, $L=4$, and RMS delay of $\sigma = 1.25T$. 
Fig. 5: Performance of the 1-stage, 2-stage and 4-stage OFDM and LSFE ($B=0$) with $K=4$, $L=4$, RMS delay of $\sigma = 1.25T$ and perfect CSI.

Fig. 6: Performance of the 1-stage and 4-stage LSFE ($B=0,1,4$), OFDM, and LSTE ($F=4,B=4$) with $K=4,L=4$ and SNR=20dB.