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Abstract

The richness of conscious experience is thought to scale with the size of the repertoire of causal brain states, and it may be diminished in anesthesia. We estimated the state repertoire from dynamic analysis of intrinsic functional brain networks in conscious sedated and unconscious anesthetized rats. Functional resonance images were obtained from 30-min whole-brain resting-state blood oxygen level-dependent (BOLD) signals at propofol infusion rates of 20 and 40 mg/kg/h, intravenously. Dynamic brain networks were defined at the voxel level by sliding window analysis of regional homogeneity (ReHo) or coincident threshold crossings (CTC) of the BOLD signal acquired in nine sagittal slices. The state repertoire was characterized by the temporal variance of the number of voxels with significant ReHo or positive CTC. From low to high propofol dose, the temporal variances of ReHo and CTC were reduced by 78%–20% and 76%–20%, respectively. Both baseline and propofol-induced reduction of CTC temporal variance increased from lateral to medial position. Group analysis showed a 20% reduction in the number of unique states at the higher propofol dose. Analysis of temporal variance in 12 anatomically defined regions of interest predicted that the largest changes occurred in visual cortex, parietal cortex, and caudate-putamen. The results suggest that the repertoire of large-scale brain states derived from the spatiotemporal dynamics of intrinsic networks is substantially reduced at an anesthetic dose associated with loss of consciousness.
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Introduction

The quest for the neurobiological mechanisms of consciousness has been a supreme challenge for neuroscience and philosophy (Chalmers, 1998; Crick and Koch, 1998; Edelman et al., 2011; Seth et al., 2006; Tononi and Koch, 2008). Recently, a rapidly expanding group of investigators began to approach the problem by applying anesthetic agents to reversibly modulate the state of consciousness in search of unique neuronal correlates of state transitions in the brain in both humans and animals (Alkire et al., 2008; Boly et al., 2011; Bonhomme et al., 2012; Brown et al., 2010; Hudetz, 2012; Mashour and Alkire, 2013). Tentative findings have suggested a role for large-scale thalamocortical and corticocortical networks, subcortical modulatory and higher cortical integration centers in the orchestration of the reversible transitions between conscious and unconscious states (Alkire, 2008; Bonhomme et al., 2011; Boveroux et al., 2010; Ferrarelli et al., 2010; Guldenmund et al., 2013; Hudetz, 2012; Langsjo et al., 2012; Lee et al., 2009a, 2009b, 2013; Mhuirchertaigh et al., 2010; Nallasamy and Tsao, 2011; Peltier et al., 2005; Schrouff et al., 2011; White and Alkire, 2003). However, a final common pathway or unitary theory for losing and regaining consciousness has not emerged.

In most studies to date, functional networks of the brain have been mapped in steady states, confining their description to temporally enduring configurations, yielding an essentially binary distinction between neuronal networks that characterize the conscious versus the unconscious brain state (Bonhomme et al., 2012; Hudetz, 2012). More recently, it has been realized that brain networks undergo incessant spontaneous dynamic reconfigurations even in the absence of novel stimuli or cognitive task (Allen et al., 2012; Britz et al., 2010; Chang and Glover, 2010; Cribben et al., 2013; Di and Biswal, 2013; Gleran et al., 2012; Handwerker et al., 2012; Hutchison et al., 2013b; Jones et al., 2012; Kang et al., 2011; Keilholz et al., 2013; Liu and Duyn, 2013; Sakoglu et al., 2010; Tagliazucchi et al., 2012b). Such “resting-state” network dynamics has been ascribed to the general phenomena of spontaneous mentation, imagery, task-independent thoughts, or daydreaming (Mason et al., 2007). However, dynamic changes in brain connectivity have also been observed in anesthetized animals.
Animal preparation

A fundamental, heretofore unexplored question is how the diversity of dynamic configurations of resting-state brain networks may be altered during the transition to losing or regaining consciousness in the same subject. Is brain dynamics suppressed or augmented as the state of consciousness is altered and is it preferentially altered in specific brain networks? A current theory of consciousness postulates that the richness of conscious experience is related to the diversity or “repertoire” of causal states available to the brain (Tononi, 2004, 2012) and that anesthesia may suppress consciousness by shrinking this repertoire (Alkire et al., 2008). According to this hypothesis, either a reduction in the number of available states or a reduction in the frequency of their dynamic transitions could lead to a suppression of consciousness. To-date, the dynamic repertoire of brain states has not been quantified in different states of consciousness.

Motivated by these considerations, the goal of this investigation was to examine how a change in anesthetic depth producing loss of consciousness alters the dynamic repertoire of resting-state networks of the brain. We hypothesized that anesthetic-induced loss of consciousness will correlate with a substantial decrease in the diversity of states that the brain accesses over time. We devised a novel method to estimate the repertoire of states as the temporal variance of intrinsic networks derived from dynamic resting-state functional magnetic resonance imaging (fMRI) data. Imaging data were obtained in experimental animals because they were amenable to prolonged imaging scans in complete immobility required by the analysis. For anesthesia, we chose propofol, a common clinically used anesthetic agent that can be easily titrated to produce conscious sedated and unconscious states and has been frequently used in studies of human brain connectivity.

Materials and Methods

Animal preparation

Experimental procedures and protocols were approved by the Institutional Animal Care and Use Committee of the Medical College of Wisconsin (Milwaukee, WI). All procedures conformed to the Guiding Principles in the Care and Use of Animals of the American Physiologic Society and were in accordance with the Guide for the Care and Use of Laboratory Animals (National Academy Press, Washington, DC, 1996).

Six adult (250–350 g), male, Sprague-Dawley rats were kept in a reverse light–dark cycle room for at least 10 days prior to the experiment to minimize the effect of sleep pressure during the experiment. Food and water access was ad libitum. Aseptic technique was used during surgical preparation. Surgery was performed under 2% isoflurane anesthesia for placement of femoral lines for intravenous (iv) anesthetic delivery and arterial blood pressure monitoring, and tracheostomy for mechanical ventilation. Rats were then transferred to a G-10 fiberglass MRI cradle (Medi therm-III; Gay mar Industries, Orchard Park, NY) outfitted with water-recirculating heating system. Arterial blood pressure, heart rate, arterial oxygen saturation, core temperature, respiratory rate, inspired and expired oxygen and carbon-dioxide concentrations were continuously monitored during the experiment (POET IQ2 monitor; Criticare Systems, Inc., Waukesha, WI). After hemodynamic stabilization, the animals were weaned off the isoflurane and switched to propofol. The initial propofol infusion rate was either 20 or 40 mg/kg/h and reversed in consecutive experiments. These doses were chosen to produce conscious sedated and unconscious anesthetized states, respectively, based on prior studies of behavioral responses and electroencephalogram patterns in animals that did not receive muscle relaxant (Liu et al., 2013d). In the present study, propofol was added to pancuronium bromide (1 mg/kg/h, iv) and administered by a programmable MR-compatible infusion pump. The animals’ lungs were artificially ventilated with 70/30 N₂/O₂ delivered at a flow rate of 5 L/min. Functional data were acquired after all physiological parameters were stable and within normal limits for at least 40 min.

Imaging

All fMRI data were acquired using a Bruker 9.4T AVANCE scanner, Bruker linear transmit coil (T10325), and rodent surface-receiving coil (T9208). High-resolution anatomical scans with relaxation enhancement rapid acquisitions (RARE) sequence, repetition time (TR) = 5000 msec, echo time (TE) = 11.3 msec, number of averages = 2, RARE factor = 8, field of view = 35 × 35 mm², matrix size of 256 × 256, slice thickness of 1 mm, and nine contiguous sagittal slices were obtained. Thirty-minute uninterrupted functional scans were acquired using a single-shot gradient echo-planar imaging sequence: TR = 1000 msec, TE = 19.5 msec, 1800 repetitions, matrix size = 96 × 96 with the same above geometry, x-y voxel size = 365 × 365 mm². Images were acquired in the sagittal plane to maximize the spatial resolution in the anterior–posterior direction. The nine sagittal slices provided nearly complete whole brain coverage with relatively few slices at 1 sec TR. The simultaneous maximization of temporal and spatial resolutions across the entire brain was considered essential for the estimation of the repertoire of global state configurations.

Each functional scan was repeated after switching to the other propofol dose following 10-min equilibration. After slice-timing and routine motion correction, the fMRI images were registered using the FLIRT program in FMRIB Software Library (FSL) (Jenkinson et al., 2002) onto the reference template from a select rat. Blood oxygen level-dependent (BOLD) signal time courses were detrended and low-pass filtered at 0.25 Hz (Magnuson et al., 2010; Majeed et al., 2009). Due to the use of muscle relaxant, head motion was negligible (less than two voxels in each spatial direction). For subsequent analysis, the first five points were discarded. The Analysis of Functional NeuroImages (AFNI) software package (NIH, Baltimore, MD) was used for fMRI data processing.

Brain states

Global brain states were defined as dynamic large-scale correlation patterns of BOLD signals in the resting state. To extract the resting-state networks dynamically, two methods of analysis were used: sliding-window regional homogeneity (ReHo), and coincident threshold crossing (CTC). To obtain ReHo, the 30-min fMRI scans were divided into consecutive sliding windows of 20, 50, 100, 200, and 400 sec with 90% overlap. The 200 sec windows with 90% overlap resulting in 81 sequential ReHo maps was used in the final analysis. ReHo was obtained as the Kendall’s coefficient of
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display. The statistical distribution of temporal variance was
used to select the most distinct ReHo patterns (maps) for visual
display. The statistical distribution of temporal variance was
calculated for each rat and compared between the two propofol
doses.

The CTC method (as we call it) was applied to increase the
temporal resolution even further. As recently introduced
(Tagliazucchi et al., 2012a, 2012b), this method identifies
patterns of spontaneous activity with the voxels whose
BOLD signal momentarily crosses a predefined threshold -
usually a certain multiple of SD for the same voxel. The anal-
ysis yields instantaneous maps of BOLD correlation patterns
at the rate of the image acquisition, in our case TR = 1 sec,
resulting in 1795 maps. To obtain (Tagliazucchi et al.,
2012a) the CTC patterns of activity (CTC maps), we identi-
fied the voxels with BOLD signals that exceeded 1, 2, 3, or 4
SDs in each rat, at each propofol dose. The mean BOLD sig-
nal within each image slice or across the whole brain was
previously subtracted from all BOLD time courses. For dis-
play, the images were compressed by the inverse Fisher’s Z
transform. The number of voxels that crossed threshold and
the average BOLD signal in the same voxels were calculated
at 1795 time points at 1 sec increments. The temporal vari-
ance of the average BOLD exceeding threshold was calcu-
lated as a measure of the dynamic state repertoire for the
duration of each scan. The frequency distribution of distinct
activity patterns was determined by hierarchical clustering
into 90 types. All pair-wise distance of maps was obtained
using Spearman’s rank correlation followed by the calcula-
tion of weighted average distance among the clusters. In
each rat, temporal variance was calculated for the whole
brain, and for individual image slices and compared between
two propofol doses.

For group analysis, the BOLD time courses from all rats
and both doses were concatenated to yield a string of
21540 BOLD images and CTC maps. Hierarchical clustering
was then applied to all maps. The number of unique maps
and the temporal variance of the average BOLD signal for
voxels that crossed threshold were determined separately
for the low dose and high dose segments of the data. To es-
timate the temporal variance in specific brain regions, 12 re-
gions of interest (ROIs) were manually delineated based on
sagittal sections of the Paxinos rat brain atlas (Paxinos and
Watson, 2007). The following cortical ROIs were delineated:
anterior cingulate (AC), primary motor (M1), primary some-
tosensory (S1), parietal association (PtA), primary and sec-
ondary visual (V1/V2), and retrosplenial cortex (Retro).
Subcortical ROIs were as follows: hippocampus (Hipp), cau-
date-putamen (CPu), nucleus basalis of Meynert (NBM), me-
dial thalamus (mTh), hypothalamus (Hypo), and nucleus
pontis oralis (PnO). The ROIs were chosen to cover the
most extensive cortical regions and important subcortical
centers suggested to be involved in the anesthetic modulation
of the ascending arousal system (Alkire et al., 2007; Brown
et al., 2010; Devor and Zalkind, 2001; Guldenmund et al.,
2013; Mhuircheartaigh et al., 2010; Sukhotinsky et al.,
2007; Zecharia and Franks, 2009). Group analysis for 12
ROIs involved the calculation of CTC temporal variance at
each propofol dose and the relative contribution of each
ROI to the dose-dependent change in global variance. The
latter quantity was calculated by weighting the variance in
each ROI by the number of voxels contained and normaliz-
ing as (VL-VH)*NV/TNV/VLH, where VH and VL are the
variances in an ROI at the low and high doses, respectively,
NV is the number of voxels in the respective ROI, TNV is the
total number of voxels in all ROIs, and VLH is the average of
VL-VH across all ROIs. All calculations were done using
Matlab 7.3 (Mathworks, Inc., South Natick, MA).

Statistics

Using data from the first three animals, we calculated ef-
fect size (Cohen’s D) and rat number required to achieve sta-
tistical power of 80% as a function of sliding window length.
From the calculated ReHo temporal variance at two propofol
levels, effect size decreased at shorter window lengths as fol-
ows: 1.6 (400 sec), 1.66 (200 sec), 0.97 (100 sec), 0.87
(50 sec), and 0.75 (20 sec). With the effect size for 400 and
200 sec windows, n = 6 was found to be adequate. For shorter
windows (effect size < 1.0) the required number of animals
needed would have been 14 or more. To achieve optimal
temporal resolution at six animals we chose 200 sec for fur-
ther analyses.

The effect of propofol dose on the temporal variance of
ReHo or BOLD signal above threshold (CTC method) was
tested using repeated measures ANOVA with rat as subject
and dose as within factor. In case of the CTC data, the
image slice and SD factor were used as additional indepen-
dent variables. Post hoc tests of the propofol dose effect
were conducted at individual SD factors for the three middle
slices combined. Statistical tests were performed using the
software NCSS 2007 (NCSS, Kaysville, UT).

Results

Physiology

The animals’ systemic physiological variables were stable
throughout the course of the experiment. Mean arterial blood
pressure, heart rate, peripheral arterial oxygen saturation, and
core body temperature were within the normal physiological
range at both anesthetic levels (Table 1). There was no in-
nication of distress, for example, a sudden increase in heart rate
or blood pressure, at either dose of the anesthetic. All ani-
mal completed the entire experimental protocol.

Table 1. Physiological Variables

<table>
<thead>
<tr>
<th>Propofol dose (mg/kg/h)</th>
<th>BP (mmHg)</th>
<th>HR (bpm)</th>
<th>SPO2 (%)</th>
<th>T (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>149 ± 18</td>
<td>323 ± 16</td>
<td>96 ± 3</td>
<td>37.4 ± 0.3</td>
</tr>
<tr>
<td>40</td>
<td>142 ± 21</td>
<td>327 ± 20</td>
<td>94 ± 5</td>
<td>37.7 ± 0.2</td>
</tr>
</tbody>
</table>

Mean ± standard deviation.
BP, mean arterial blood pressure; HR, heart rate; SPO2, saturation of peripheral oxygen; T, temperature.
Regional homogeneity

Dynamic brain states were first characterized by an extraction and enumeration of resting-state connectivity using the ReHo method. As mentioned before, ReHo reflects close-range spatial clustering of BOLD hotspots. Figure 1 shows snapshots of typical ReHo maps during select time intervals in one animal. The six maps were chosen using K-means clustering to illustrate those that are most distinct from each other. The variability in ReHo patterns is presumed to be essential for the temporal diversity of brain states.

The effect of anesthetic dose on the state repertoire was then quantified by the temporal variance of significant ReHo values across the 81 sliding windows of 200 sec length each. Figure 2 shows the frequency distribution of ReHo temporal variance at the two conditions in six experiments. It is clear that in every case, the variance was substantially reduced at the higher propofol dose. The average decrease

FIG. 1. Dynamic analysis of regional homogeneity (ReHo). Snapshots of ReHo patterns are shown in one rat in three sagittal slices at 2, 1, and 0 mm from midline. Numbers above the images indicate the time (sec) of the image taken from a 30 min scan. Color code shows ReHo value.

FIG. 2. Voxel-wise distribution of ReHo temporal variances in six rats at two doses of propofol. Variance values are sorted in descending order and plotted against the voxel index. Area in red color shows ReHo variance distribution at the high dose; yellow area corresponds to the difference between low dose and high dose. ReHo temporal variance values are reduced by 45–142% at the high dose in various animals.
in temporal variance from all experiments was 78% ± 20% (p < 0.05), suggesting a dramatic reduction in the state repertoire in the unconscious condition.

We also investigated the effect of sliding window length between 20 and 400 sec on the results. As Figure 3 illustrates, with shorter windows, the ReHo temporal variance increased and the effect of propofol dose was diminished (~6% at 20 sec). The overall dependence of ReHo temporal variance on window length followed an exponential function (linear fit on log-log plot, \( R^2 = 0.999 \)). At 200 and 400 sec window lengths a substantial dose effect was seen that was significant at 80% power, \( n = 6 \). Given that a shorter window allows better temporal resolution, the 200 sec window length appeared an optimal choice for the analysis.

To verify that the effect of anesthesia was not due to a reduction in random noise in the system, we recalculated the temporal variance after randomizing the BOLD signal time series in each voxel. The variance after randomization dropped to 11% of its original value (at the lower dose) and was unaffected by the higher anesthetic dose. This result confirmed that the fluctuations in ReHo were in fact functional and not due to random noise.

Because brain states were defined by the spatial patterns of correlated activity, the repertoire of states could also depend on the degree of connectivity. We calculated the average cross-correlation coefficients within the significant ReHo regions and found that they were similar in the two anesthetic conditions: 0.50 ± 0.15 (low dose) and 0.54 ± 0.19 (high dose). This suggested that the principal target of anesthesia was not the degree of regional connectivity, but the temporal dynamics of network states.

**Coincident threshold crossing**

The dynamic repertoire of brain states was also analyzed from correlated BOLD activity based on coincident BOLD threshold crossings that gives a high temporal resolution of 1 TR or in this case, 1 sec. Figure 4 shows snapshots of CTC maps, highlighting those most frequently recurring as identified by the method of hierarchical clustering in three rats. The dynamics of brain states was quantified by the number of voxels crossing threshold in each map as a function of time. Figure 5 illustrates the dynamic fluctuation in the average BOLD over 1 SD threshold at two anesthetic conditions. A large reduction in the dynamics at the higher anesthetic dose is evident. To estimate the effect of anesthetic dose on the dynamic state repertoire, the temporal variance of all CTC voxels in the whole brain was calculated in each experiment. We obtained a 76% ± 20% (p < 0.001) reduction at the higher dose, again suggesting a substantial reduction in the repertoire of distinct brain states.
With the CTC method, we were also able to examine the temporal variance in each individual image slice. Figure 6 reveals that the temporal variance of the number of voxels crossing threshold gradually increased in consecutive slices in the lateral to medial direction. This was true with various chosen thresholds used to determine zero crossings of the BOLD signal. Moreover, the relative change in the temporal variance also increased in the lateral to medial direction at all thresholds. The maximum change in CTC variance in the three middle slices was $72\% \pm 18\%$ ($p < 0.001$) at a threshold of 4 SD. The dependence of CTC temporal variance on SD threshold in the three slices closest to the midline is illustrated in Figure 7. The observed difference was significant at all SD values ($p < 0.001$).

Group analysis of all CTC data revealed similar changes to those from individual rats. First, we found that the number of unique states (BOLD threshold crossing patterns) decreased by 20%, from 81 (low dose) to 66 (high dose) as obtained by hierarchical clustering of the zero-crossing BOLD patterns into 90 types. Second, by calculating the temporal variance of BOLD values crossing threshold in 12 individual ROIs, substantial decreases ranging from 38% to 77% were observed at the higher propofol dose (Fig. 8A). The contribution of each ROI to the change in global variance was estimated by weighting the variance change with the number of voxels in each ROI. As seen in Figure 8B, the relative contribution of ROIs was the highest in visual and parietal cortex and in caudate putamen. Smaller changes were seen in

FIG. 5. Time course of average BOLD signal above one standard deviation (SD) threshold in one rat. The fluctuations are reduced at the higher propofol dose.

FIG. 6. Temporal variance of CTC patterns as a function of mediolateral position and SD threshold used to determine the zero crossings of the BOLD signal. (A) Brain coverage by the nine sagittal image slices at three fronto-caudal positions from Bregma as indicated. (B) The temporal variance in the wakeful state is the largest near the midline (image slice 5) and is generally lower with the higher SD threshold. (C) Ratio of variances at high and low propofol dose increases toward the brain’s midline at all SD thresholds. The drop in variance ratio in slices 1 and 9 is likely related to an edge effect due to curvature of the brain’s surface.
somatosensory, motor, and retrosplenial cortices. The contribution from subcortical structures was relatively low, in part due to the smaller number of voxels contained in most of these ROIs. When data from the 12 ROIs were combined, the average change in CTC variance was $64\% \pm 10\%$, quite consistent with the result from whole-brain analysis.

Discussion

In the present work we examined, from time-resolved resting-state whole-brain BOLD fMRI data, the temporal variance of brain networks, and found a substantial reduction in the dynamic repertoire of brain states during propofol anesthesia. This finding is novel in that the dose-dependent effect of anesthesia on the dynamics of brain states has not been demonstrated to date. The observed reduction in the dynamic repertoire of brain states supports the information integration theory of consciousness.

In most neuroscientific accounts, consciousness is thought to be an emergent property of complex brain networks (Crick and Koch, 1998; John, 2001; Mashour and Alkire, 2013; Tononi, 2012). The information integration theory of consciousness (Tononi, 2012) postulates that consciousness is equivalent to integrated information in the brain. Moreover, the level of consciousness depends on both the amount of information and its levels of integration. Based on this theory, we proposed (Alkire et al., 2008) that anesthetics may suppress consciousness by blocking the brain’s ability to integrate information either by interrupting neuronal communication (causing a loss of integration) or by reducing the repertoire of distinct brain states (causing a loss of information). In practical terms, anesthesia may reduce the overall strength of brain connectivity, fragment neuronal networks, or decrease the repertoire of brain states by reducing those to stereotypic forms. Any of these changes would lead to a decrease in integrated information. It follows from the theory that consciousness should form a continuum; from fully alert wakefulness to complete oblivion, with possibly no distinct transition of state in the brain. Nevertheless, other theories suggest that loss of consciousness in anesthesia is associated with a distinct global state transition at a critical dose (Steyn-Ross et al., 2004). From a clinical point of view, a binary transition from conscious to unconscious state appears plausible. Whether consciousness is lost in a graded manner or all-or-none manner has been a matter of debate (Hudetz, 2008; Veselis, 2001). A plausible resolution to this apparent conflict has been provided by Sanders and coworkers (2012) who suggested that unconsciousness and unresponsiveness are distinguishable qualities of state.

In this work, propofol was administered at infusion rates chosen to produce clinically defined conscious sedated and unconscious anesthetized states. We chose to compare the unconscious condition to sedated condition instead of wakeful (drug free) condition for several reasons. First, functional imaging of sedated as opposed to awake animals avoids undue stress from the necessary immobilization and background noise that otherwise could produce confounding changes in brain activity and dynamics not uniquely associated with the state of consciousness itself. Second, reducing the difference in anesthetic dose between the conscious and unconscious conditions (as defined clinically) helps reduce the chance for nonspecific drug effects (Langsjo et al., 2012) that may cause additional changes in brain dynamics not associated with the state of consciousness per se.
The two anesthetic conditions used here were previously validated to satisfy behavioral and electrophysiological criteria to study the transition between sedation and anesthesia as observed in nonparalyzed animals using a behavioral response battery (Jugovac et al., 2006; Liu et al., 2013d). At the low propofol dose, the animals were generally immobile and docile, but remained responsive to various sensory stimuli. At the high propofol dose, the same rats lost their righting reflex—a putative index of conscious state (Franks, 2008), and no longer responded to non-noxious sensory stimulation. Consistent with the behavioral assessment, the frontal EEG showed a desynchronized, slow wave pattern at the low dose to synchronize, slow wave pattern at the high dose as indicated by an increase in delta and theta band powers (Liu et al., 2013d). These observations strongly suggest that the rats were clinically conscious at the low but unconscious at the high propofol dose. Thus, the observed reduction in the brain’s state repertoire may represent the critical stage of lost overt responsiveness along the graded effect of anesthesia on brain dynamics and consciousness.

Previous studies demonstrated diverse effects of anesthesia on resting-state brain connectivity (Boly et al., 2013; Bonhomme et al., 2011, 2012; Hudetz, 2012; Nallasamy and Tsoa, 2011). The early work of Kiviniemi and associates (2005) indicated that sedative levels of the intravenous anesthetic, midazolam enhanced the amplitude and synchrony of spontaneous BOLD signal fluctuations. Greicius and coworkers (2008) found a general preservation of default mode connectivity with specific focal reductions in the posterior cingulate cortex that were different from the patterns seen with the volatile anesthetic, sevoflurane (Peltier et al., 2005). During sedation with propofol, regionally diverse, dose-dependent changes in resting-state connectivity have been found (Hudetz, 2012; Liu et al., 2013d). In particular, a breakdown of functional or effective connectivity has been demonstrated with both fMRI and electrophysiological methods (Boweroux et al., 2010; Ferrarelli et al., 2010; Gomez et al., 2013; Lee et al., 2009a; Liu et al., 2012; Schrott et al., 2011). Functional connectivity changes in both thalamocortical (Alkire et al., 2000; Liu et al., 2013c; White and Alkire, 2003) and corticocortical networks (Alkire and Miller, 2005; Boly et al., 2012; Boweroux et al., 2010; Ferrarelli et al., 2010; Hudetz, 2012; Schrott et al., 2011; Soddu et al., 2012) have been detected. A reduction in the coherence and information transfer among select frontal, parietal, and occipital cortical regions has been found using electrophysiological techniques (Ku et al., 2011; Lee et al., 2009b, 2013). More generally, anesthesiologists have been thought to target subcortical mechanisms (Brown et al., 2010; Gueldenmund et al., 2013; Mihaicheartagh et al., 2010) including the natural sleep promoting circuits (Franks and Zecharia, 2011; Zecharia and Franks, 2009), and the neocortex itself (Hentschke et al., 2005; Hudetz, 2006; Seth et al., 2005; Velly et al., 2007).

Several fMRI studies have demonstrated resting-state brain networks in awake and anesthetized rodents (Becerra et al., 2011; Hutchison et al., 2010; Kalthoff et al., 2011; Liang et al., 2011; Liu et al., 2011; Lu et al., 2012; Nasrallah et al., 2012; Pawela et al., 2008; Tu et al., 2011; Upadhyay et al., 2011; Wang et al., 2011; Williams et al., 2010; Zhang et al., 2010; Zhao et al., 2008). However, only a few investigators have examined dynamic connectivity in anesthetized rodents (Keilholz et al., 2013; Magnuson et al., 2010; Majeed et al., 2009) or primates (Hutchison et al., 2013a; Liu et al., 2013a; Vincent et al., 2007). Dose-dependent comparisons across anesthetic levels relevant for the loss of consciousness in rodents have been particularly scarce (Liu et al., 2013d; Tu et al., 2011; Wang et al., 2011).

To quantify the dynamic repertoire of brain states, we used two different methods for mapping resting-state brain connectivity patterns and arrived at similar and robust changes in the repertoire as a function of the anesthetic dose. Global brain states were represented by the large-scale correlation patterns of BOLD signals corresponding to resting-state networks extracted dynamically, using either ReHo or CTC. Both of these methods are “model-free” in that they do not require a priori selection of ROI or “seeds” of correlation, and both are suitable to the dynamic representation of states that the brain accesses over time. ReHo is a measure of the short-range spatial correlation of BOLD activity (Liu et al., 2010; Zang et al., 2004) reflecting the tendency of neural activity to spatially cluster around regional hotspots. Thus, voxels with high ReHo values delineate multiple contiguous regions of correlated BOLD fluctuations. Here, we applied the ReHo method to a dynamic analysis of correlated brain activity for the first time. The CTC method (as we call it) was designed to quantify spontaneous spatiotemporal correlation patterns at high temporal resolution representing the BOLD signal as a point process (Tagliazucchi et al., 2011). The method has been shown to yield networks that are consistent with those obtained by independent component analysis (ICA) on a longer time scale and has been shown to track changes in state of vigilance (Tagliazucchi et al., 2012b).

Alternative approaches to delineate large-scale intrinsic networks of the brain include sliding window ICA (Kiviniemi et al., 2011), temporal ICA (Smith et al., 2012), and others (Cribben et al., 2013) [for a comprehensive review see Hutchison et al. (2013a)]. In a recent analysis of dynamic resting-state connectivity, Allen and colleagues (2014) applied group-level spatial ICA to decompose data from 405 subjects into 50 components as intrinsic networks and then characterized the dynamics by tapered sliding-window correlation matrices of these components. They then used k-means clustering to identify recurring, quasi-stable patterns as “functional connectivity states” and describe their variability and transition dynamics. Our definition of brain states was different; instead of the all pair-wise correlation matrix of entire networks, our states were based on voxel-wise correlation within a subset of the whole brain as defined by either ReHo or CTC. Also, the resting-state scans in Allen’s study were relatively short (5 min), and only seven connectivity states common to all subjects were delineated. In any case, the dynamic variability of connectivity states, albeit defined differently, was substantiated by both studies.

Liu and associates (Liu and Duyn, 2013; Liu et al., 2013b) applied a variation of the point process method (Tagliazucchi et al., 2011) followed by k-means clustering in terms of the spatial similarity of BOLD signal activations or deactivations to derive spontaneous coactivation patterns (CAPs). In Liu and colleagues (2013b), they admitted 10% of the high-est and 5% of the lowest signal values (after demeaning and normalizing to temporal SD) and averaged the signal patterns obtained at various time points within each cluster. Because each CAP represented an average from many time points and
the CAPs were relatively few, they did not lend themselves to an analysis of temporal variability. In our analysis, all time points that crossed threshold were included and used to calculate the temporal variance of the spatially averaged, suprathreshold BOLD signal. K-means clustering was used to illustrate the spatial distribution and frequency of recurrence of the CTC patterns but did not enter the calculation of temporal variance.

Recently, Di and Biswal (2013) employed a combination of group ICA and point process analysis to examine dynamic variations in resting-state functional connectivity as a function of intrinsic activities of specific networks and they found network-specific associations between the two. They examined both positive and negative threshold crossings (peaks and troughs) of the BOLD signal and used those to delineate regions with dynamically high and low activity, respectively. We focused on the dynamics of peaks alone because of their presumed relationship with increased neuronal activity. Nevertheless, in a few instances, we also calculated the CTC temporal variance from negative threshold crossings (troughs). The effect of propofol dose on temporal variance of troughs was similar to that for the peaks although it was less consistent among the animals. We tentatively concluded that the anesthetic effect on brain states was correlated more closely with the dynamics of spontaneous activations than the dynamics of spontaneous deactivations.

Why do the peak threshold crossings diminish in anesthesia? It has been shown that after the induction propofol anesthesia, the number of combinatorially possible network patterns defined at voxel level is enormous, and prolonged fMRI scans give us a fairly large sample of possible state configurations. In addition, fMRI provides a unique opportunity to examine the effect of anesthetics on information integration in the whole brain. Complementary investigations at the level of cellular or subcellular organization may provide refined measures in the future if and when corresponding dynamic measurements will be simultaneously performed across the entire brain.

As in all pharmacological fMRI investigations, the potential influence of physiological and hemodynamic factors should be taken into account (Biswal and Kannurpatti, 2009; Kannurpatti et al., 2003a). The effects propofol on mean arterial pressure and global cerebral blood flow are relatively small (Fiset et al., 2005; Liu et al., 2013d). Therefore, pressure-dependent changes in low-frequency hemodynamic fluctuations (Biswal and Kannurpatti, 2009) in the present study were unlikely. One could raise the possibility that propofol could still influence network connectivity by altering neurovascular coupling (Liu et al., 2013a; Masamoto and Kanno, 2012). However, given the preservation of functional responses during propofol anesthesia (Franceschini et al., 2010), resting-state connectivity most likely reflected underlying fluctuations in neuronal connectivity. Arterial $\text{CO}_2$ is another important physiological variable that may significantly influence low-frequency BOLD fluctuations and functional connectivity (Biswal et al., 1997; Hudetz et al., 1992, 1995; Kannurpatti et al., 2003b). Although arterial blood samples were not taken in this study, $\text{P}_\text{CO}_2$ values measured in parallel experiments at the same propofol doses used here were found within normal limits (Liu et al., 2013d).

Finally, in this work, we examined the anesthetic effect without a priori assumptions for the anesthetics’ regional targets. Nevertheless, when analyzing the dynamic correlated activity at high temporal resolution, the dynamic repertoire showed increasing sensitivity to anesthetic modulation in the lateral to medial direction. The network encompassing the anterior and posterior cingulate, retrosplenium and precuneus, all adjacent to the brain’s midline, has been identified in humans as the “default mode” network (Raichle et al., 2001) that is predominantly active in task-free conditions engaging in self-directed mental activity (Gusnard et al., 2001). The default network has been recently identified in rodents as well (Lu et al., 2012; Upadhyay et al., 2011; Zhang et al., 2010). Given the putative role of this network in internal awareness (Sanders et al., 2012), our finding that in the conscious condition, the temporal variance was the highest in this region and it was the most reduced in the unconscious condition is interesting. The ROI-based analysis of temporal variance changes with the anesthetic level confirmed the involvement of the default mode network (DMN) components although the largest changes in variance occurred in visual consciousness experience is instantiated is not yet clear. It may span several hierarchical levels from synapses, neurons, and local circuits, to regions and networks, and so estimating the state repertoire at the fMRI voxel level is only one possibility. Nevertheless, from the point of view of consciousness and its modulation by anesthetics, large-scale integration in the brain appears to be an essential feature to account for, at any spatiotemporal resolution.
and parietal cortices and in the caudate-putamen. The latter is interesting as the functional connectivity of the putamen with other brain regions was quite sensitive to modulation by propofol anesthesia (Mhuircheartaigh et al., 2010). Further ROI-based analyses would require a larger sample size but will be of interest to more precisely delineate the involvement of DMN and other intrinsic networks in dynamic connectivity changes with anesthesia in the future. In any case, the reduction in large-scale dynamic repertoire at the critical anesthetic dose appears to correlate with the suppression of consciousness in the context of the information integration theory of consciousness.
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