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Abstract—Support vector data description (SVDD) has become a very attractive kernel method due to its good results in many novelty detection problems. Training SVDD involves solving a constrained convex quadratic programming, which requires large memory and enormous amounts of training time for large-scale data sets. In this paper, we analyze the possible changes of support vector set after new samples are added to training set according to the relationship between the Karush-Kuhn-Tucker (KKT) conditions of SVDD and the distribution of the training samples. Based on the analysis result, a novel algorithm for SVDD incremental learning is proposed. In this algorithm, the useless sample is discarded and useful information in training samples is accumulated. Experimental results indicate the effectiveness of the proposed algorithm.

Index Terms—support vector data description, incremental learning, Karush-Kuhn-Tucker condition

I. INTRODUCTION

Support vector data description (SVDD), proposed by Tax and Duin \cite{1,2}, is a powerful kernel method for novelty detection or one-class classification, which is inspired by the support vector machine (SVM) \cite{3} and gives the sphere boundary description of the target data points with minimum volume. For its better learning capacity and generalization performance, success of SVDD has recently been shown in various applications requiring novelty detection \cite{4,5,6}. Extension of the original idea of SVDD to pattern denoising is also impressive \cite{7}.

There are still some difficulties associated with SVDD application which hampered its effectiveness, efficiency as well as general acceptability in engineering domain. These difficulties are mainly reflected on the two aspects. The first is the SVDD is not efficient for very large data set since it requires solving a quadratic programming (QP) problem in a number of coefficients equal to the number of training examples. The second difficulty is that almost all SVDD algorithms at hand are not applicable on-line, that is, in cases where data are sequentially obtained and learning has to be done from the first data.

The incremental learning technique opens a novel way to overcome above difficulties. In the early stage, there have been some studies on SVM incremental learning algorithms \cite{8,9,10}. The common feature of these incremental techniques is that they train an SVM incrementally on new data by discarding all previous data except support vector (SV) set. Therefore, they may only give approximate results. An exact solution to the problem of SVM incremental learning was found by Cauwenberghs and Poggio \cite{11}. The key of this algorithm is to retain the Karush-Kuhn-Tucker (KKT) conditions on all previously seen data while adiabatically adding a new data point to the solution. Tax and Laskov extended this algorithm to SVDD and presented an online training of SVDD using a limited sample set \cite{12}. This method sweeps through the data set but instead of solving the problem by using the whole data samples as the working set, it keeps a portion of the data \cite{13}. At each run, a new sample is added and the most irrelevant one is removed. However, the online SVDD training algorithm has some limitations when the number of training samples increases, since it reduces the size of the optimization problem but still solves it in a canonical manner \cite{13}.

The learning result of SVDD is SV set, which usually a small portion of training sample set. They can fully describe the property of the whole data set. By using the relation between sample set and KKT conditions we analyze the possible change of SV set after new samples are added to the training set. Based on the analysis result we present a novel incremental learning algorithm for SVDD training. The main objective of our research is to guarantee the learning accuracy while reducing space and time complexities.

The rest of the paper is organized as follows. Section II reviews the standard SVDD theory. Section III analyzes the process of the SVDD incremental learning. Section IV...
describes our proposed algorithm. Section V presented experimental results on two data sets. Section VI gives some concluding remarks.

II. SVDD

Given a target training set $T = \{x_i \in \mathbb{R}^d \}_{i=1}^l$, SVDD aims at finding a minimum-volume sphere with center $a$ and radius $R$ in the feature space $F$ such that all, or most of the target training samples are enclosed by the sphere, formulated as:

$$
\min_R R^2 + C \sum_{i=1}^l \xi_i
$$

subject to

$$
\|\Phi(x_i) - a\|^2 \leq R^2 + \xi_i \quad \xi_i \geq 0, \forall i = 1, \ldots, l
$$

where $C$ is the penalty weight which gives the trade-off between volume of the sphere and the misclassification errors, and $\xi_i$ is the slack variable.

Constraints (2) can be incorporated into (1) by using Lagrange multipliers. The Lagrangian formula is:

$$
L = R^2 + C \sum_{i=1}^l \xi_i - \sum_{i=1}^l a_i (R^2 + \xi_i - \|\Phi(x_i) - a\|^2) - \sum_{i=1}^l \beta_i \xi_i
$$

where $a_i$ and $\beta_i$ are Lagrange multipliers.

Setting $\frac{\partial L}{\partial R} = 0$, $\frac{\partial L}{\partial a} = 0$, and $\frac{\partial L}{\partial \xi_i} = 0$ can yield the results formulated as:

$$
\sum_{i=1}^l a_i = 1
$$

$$
a = \sum_{i=1}^l a_i \Phi(x_i)
$$

$$
C - a_i - \gamma_i = 0 \quad \forall i
$$

Substituting the results (4), (5), and (6) back into $L$ can yield the dual problem of (1) and (2), formulated as:

$$
\max_a \sum_{i=1}^l a_i K(x_i, x_j) - \sum_{i=1}^l \sum_{j=1}^l a_i a_j K(x_i, x_j)
$$

subject to

$$
\sum_{i=1}^l a_i = 1
$$

$$
0 \leq a_i \leq C, \forall i = 1, \ldots, l
$$

where $K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)$ is a kernel function.

After solving the dual problem above, an optimal solution $a^* = [a_1, a_2, \ldots, a_l]$ makes every $x_i$ satisfy KKT conditions formulated as [14]:

$$
a_i = 0 \Rightarrow d_i^2 \leq R^2
$$

$$
0 < a_i < C \Rightarrow d_i^2 = R^2
$$

$$
a_i = C \Rightarrow d_i^2 \geq R^2
$$

where $d_i$ is the distance from sample point $x_i$ to sphere center $a$.

According to the KKT conditions above, the target training data can be classified into three categories [15]: 1) the data points whose $a_i = 0$ are inside of the sphere; 2) the data points whose $0 < a_i < C$ are on the sphere boundary; and 3) the data points whose $a_i = C$ fall outside of the sphere and have nonzero $\xi_i$. The data points with $a_i > 0$ are called support vectors (SVs). The expression for the center is given by:

$$
a = \sum_{i=1}^{N_{SVs}} a_i \Phi(x_i)
$$

where $N_{SVs}$ is the number of SVs. The radius $R$ can be determined by taking any $x_k$ on the sphere boundary and calculating the distance from its image to the center $a$.

$$
f(z) = (K(x_k, x_k) - 2 \sum_{x_i \in SVs} a_i K(x_i, x_k) + \sum_{x_i \in SVs} \sum_{x_j \in SVs} a_i a_j K(x_i, x_j))^{1/2}
$$

To test an unseen data $z$, the distance to the center of the sphere must be calculated. It is accepted when this distance is smaller or equal than the radius $R$ in $F$, formulated as:

$$
f(z) = (K(z, z) - 2 \sum_{x_i \in SVs} a_i K(z, x_i) + \sum_{x_i \in SVs} \sum_{x_j \in SVs} a_i a_j K(x_i, x_j))^{1/2} \leq R
$$

III. ANALYSIS OF THE SVDD INCREMENTAL LEARNING

The main task of incremental learning is to decide the ways of how to deal with the newly added training samples, and utilize the result of the previous training effectively to get better classification result and avoid training the same training sample set repeatedly. When penalty weight $C$ and kernel function type are determined, SV set can fully describe the classification characters of the whole training set. So we focus on the effect of the newly added training set on the SV set. Next, we discuss several properties.

Property 1: If samples in the new training set satisfy KKT conditions, they will not change the previous SV set.

Proof: The Lagrange multiplier $a$ of every newly
added training sample is zero. Since all samples in the new training set satisfy KKT conditions, they must be inside of the sphere. So the same result can be produced utilizing previous training set or the union of previous and new training set as training samples. Hence the samples in the new training set will not change the previous SV set.

This property indicates that in a newly added training set the samples satisfying KKT conditions can be discarded during the incremental learning process of SVDD for their information has been included in the previous training set.

Property 2: If samples in the newly added training set violate KKT conditions, some of them will become new support vectors surely.

Proof: Suppose that all samples in the new training set will not become new support vectors. So the Lagrange multiplier \( \alpha \) of every newly added training sample is zero after training SVDD classifier with the union of previous and new training set. Thus the same result can be produced utilizing the previous training set or the union of previous and new training set as training samples. Furthermore, it can be concluded that the samples in the new training set satisfy KKT conditions, however, this conclusion contradicts with the presupposition of property 2. Hence property 2 holds.

This property indicates that in the newly added training set the samples violating KKT conditions can not be discarded during the incremental learning process of SVDD for their information has not been included in the previous training set.

Property 3: If samples in the new training set violate KKT conditions, the non-SV in the previous training set will likely be converted to new SV.

Proof: This property can be proved by a special instance as shown in Fig. 1. A1-A5 are previous training samples, and B1-B3 are newly added training samples which obviously violating KKT conditions. A1 and A5 are previous support vectors attained by training a SVDD classifier on the previous training set. The new SV set made up of A2, A5, B1 and B3 can be produced after training a new SVDD classifier on the previous and newly added training set. It is obvious that the non-SV A2 is converted to a new SV during the new training process.

This property indicates that the non-SV samples in the previous training set can not be discarded wholly during the incremental learning process of SVDD (similar to the approximate algorithm [8]), when there exist samples violating KKT conditions in the newly added training set. In the course of experiments, we find that in the previous training set the non-SV near the sphere boundary are most likely to be new support vectors. These samples are formulated as:

\[
R - \theta \leq f(z) \leq R, \quad \theta \in [0, R]
\]

The parameter \( \theta \) is relative to the distribution of previous training set, and the loose distribution will make the value of \( \theta \) be high. In addition, with the incremental learning gradually, the value of \( \theta \) will be low for more and more samples located near the previous SV set.

![Figure 1. The possible change of SV set after training on incremental set.](image)

### IV. ALGORITHM

Based on the above analysis, we present a new algorithm for incremental learning of SVDD. During the incremental learning process of SVDD, the real training set should be made up of previous SV set, samples violating KKT conditions in the newly added training set and samples satisfying (15) in the previous training set. In this way, time and space complexities can be decreased greatly.

**Algorithm:**

**Input:** The previous training set \( X_O \), the newly added training set \( X_I \).

**Output:** SVDD classifier \( \Omega \) and the retained training set \( X_O \).

**Step 1:** By training SVDD classifier \( \Omega \) on \( X_O \), the previous training set is partitioned into SV set \( SV_O \) and non-SV set \( NSV_O \).

**Step 2:** Verify that whether there is a training sample in \( X_I \) violating KKT conditions of \( \Omega \). If there isn’t, \( \Omega \) and \( X_O \) will be the result of the incremental learning. Terminnate. Otherwise, choose the samples violating KKT conditions of \( \Omega \) and represent them as \( X_I^v \).

**Step 3:** Choose samples satisfying (15) from \( NSV_O \) and represent them as \( NSV_O^S \).

**Step 4:** Let \( X_O \) be the union of \( SV_O \), \( NSV_O^S \) and \( X_I^v \) and train the SVDD classifier \( \Omega \) on \( X_O \).

### V. EXPERIMENTS AND RESULTS
In order to evaluate the performance of the incremental learning algorithm presented in this paper, several experiments are conducted on two different datasets to compare our method with the traditional canonical [3] and online training methods [12]. The experiments are implemented on a Pentium 1.8-G computer with 1G RAM of memory and all the algorithms are programmed in Matlab 7.0. In our method, the parameter $\theta$ is taken as $0.2R$, and each training data set is divided into several parts in order to increase training speed.

A. Banana Data Set

Banana data set is a 2-dimensional dataset with a banana shaped distribution. The data is uniformly distributed along the bananas and superimposed with a normal distribution with standard deviation in all directions. In this experiment, we compare the three training methods using four banana data sets with different number of training samples. Gaussian kernel $K(x, y) = \exp(-\frac{\|x-y\|^2}{2\sigma^2})$ is chosen as kernel function, and the optimal parameter values of $C$ and $\sigma$ are found using 10-fold cross validation method.

From TABLE I, it can be seen that the proposed SVDD training technique runs faster than both online and canonical algorithms and its training time is linear with the data set size. As expected, both online and incremental SVDD training methods are considerably faster than the canonical training of the classifier, and the training time of a canonical SVDD for 2000 training samples is not available since it takes hours to finish the experiment. Because of the fact that it retains more unnecessary support vectors, the online SVDD runs slower than the proposed method for larger data sets.

<table>
<thead>
<tr>
<th>Size of Training Set (pts)</th>
<th>Incremental SVDD</th>
<th>Online SVDD</th>
<th>Canonical SVDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($C, \sigma^2$)</td>
<td>($C, \sigma^2$)</td>
<td>($C, \sigma^2$)</td>
</tr>
<tr>
<td>100</td>
<td>(10,3.5)</td>
<td>(1,4)</td>
<td>(1,3.5)</td>
</tr>
<tr>
<td></td>
<td>0.23s</td>
<td>0.34s</td>
<td>0.34s</td>
</tr>
<tr>
<td>200</td>
<td>(5,3)</td>
<td>(0.05,3)</td>
<td>(0.1,2.5)</td>
</tr>
<tr>
<td></td>
<td>0.73s</td>
<td>0.87s</td>
<td>5.78s</td>
</tr>
<tr>
<td>500</td>
<td>(4,4)</td>
<td>(0.02,3)</td>
<td>(0.05,3)</td>
</tr>
<tr>
<td></td>
<td>1.32s</td>
<td>2.53s</td>
<td>113.53s</td>
</tr>
<tr>
<td>1000</td>
<td>(5,4)</td>
<td>(0.01,5)</td>
<td>(0.01,4)</td>
</tr>
<tr>
<td></td>
<td>3.44s</td>
<td>5.52s</td>
<td>1232.87s</td>
</tr>
</tbody>
</table>

From TABLE II, it can be observed that our method has less support vectors than the other two methods and both online and canonical SVDD training algorithms increase the number of support vectors as the size of the data set increases while our method keeps almost a constant number of support vectors. This can be interpreted as discarding useless training samples in previous training sets reasonably. Since the classification speed of a SVDD classifier is in proportion to the number of support vectors, the SVDD classifier trained by the proposed technique can predict an unknown sample more quickly. In addition, by increasing the number of training samples our algorithm requires less memory than both online and canonical algorithms. This makes the proposed algorithm very suitable for applications in which the number of training sample increase by time, i.e. in the case of growing data sets.

<table>
<thead>
<tr>
<th>Size of Training Set (pts)</th>
<th>Incremental SVDD</th>
<th>Online SVDD</th>
<th>Canonical SVDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($C, \sigma^2$)</td>
<td>($C, \sigma^2$)</td>
<td>($C, \sigma^2$)</td>
</tr>
<tr>
<td></td>
<td>Number of SVs</td>
<td>Number of SVs</td>
<td>Number of SVs</td>
</tr>
<tr>
<td>100</td>
<td>(10,3.5)</td>
<td>(1,4)</td>
<td>(1,3.5)</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>200</td>
<td>(5,3)</td>
<td>(0.05,3)</td>
<td>(0.1,2.5)</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>30</td>
<td>31</td>
</tr>
<tr>
<td>500</td>
<td>(4,4)</td>
<td>(0.02,3)</td>
<td>(0.05,3)</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>55</td>
<td>58</td>
</tr>
<tr>
<td>1000</td>
<td>(5,4)</td>
<td>(0.01,5)</td>
<td>(0.01,4)</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>103</td>
<td>105</td>
</tr>
</tbody>
</table>
In Fig. 2 the classification boundaries of the three SVDD training algorithms on four different banana datasets with different number of training samples are shown. From Fig. 2 it can be observed that the decision boundaries of the classifier trained using the incremental algorithm (solid curve) is objectively more accurate than those trained by online (dashed curve) and canonical (dotted curve) methods.

B. MNIST Data Set

The second set of experiments is performed on the MNIST data set [16], which contains 28×28 grey-level images of the digits 0,1,…,9. In this experiment, we treat the digit one images as normal patterns and all others as outliers. Sample images are shown in Fig. 3. A total of 6,742 digit one images are used to form the training set, while the test set has 10,000 images, with 1,135 of them belonging to the digit one. Again, we use the Gaussian kernel as kernel function, and the optimal parameter values are founded using 10-fold cross validation method.

Besides CPU running time and the number of support vectors, two new criteria are used to compare the proposed algorithm with online and canonical SVDD. They are TP and FP based on the ROC (receiver operating characteristic) graph which plots the true positive (TP) rate on the Y-axis and the false positive (FP) rate on the X-axis [17]. TP and FP are defined by

![Figure 2: Comparison of classification boundaries of incremental with online and canonical SVDD: (a) 100 training samples; (b) 200 training samples; (c) 500 training samples; (d) 1000 training samples.](image)
TP = \frac{\text{positives correctly classified}}{\text{total positives}}, \quad 
FP = \frac{\text{negatives incorrectly classified}}{\text{total negatives}}, 

Respectively. Here, outliers are treated as negatives while target patterns as positives.

From TABLE III, it can be seen that the incremental SVDD proposed in this paper is more accurate than the online and canonical SVDD in terms of TP and FP especially for large-scale training set. The training speed of our algorithm is faster than the other two methods, especially on large data set. With 2,000 or more training samples, the canonical SVDD cannot be run on the machine since it takes hours to finish the experiment. Finally, other trends as discussed in experiments in banana data set can also be observed here.

<table>
<thead>
<tr>
<th>Size of Training Set (pts)</th>
<th>Algorithm</th>
<th>Number of SVs</th>
<th>CPU Sec.</th>
<th>TP (%)</th>
<th>FP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Incremental SVDD</td>
<td>17</td>
<td>0.37</td>
<td>84.84</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Online SVDD</td>
<td>17</td>
<td>0.39</td>
<td>84.84</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Canonical SVDD</td>
<td>17</td>
<td>0.39</td>
<td>84.84</td>
<td>0.04</td>
</tr>
<tr>
<td>300</td>
<td>Incremental SVDD</td>
<td>25</td>
<td>1.56</td>
<td>94.18</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>Online SVDD</td>
<td>25</td>
<td>1.93</td>
<td>94.18</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>Canonical SVDD</td>
<td>38</td>
<td>11.82</td>
<td>94.12</td>
<td>1.33</td>
</tr>
<tr>
<td>600</td>
<td>Incremental SVDD</td>
<td>27</td>
<td>2.96</td>
<td>95.68</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>Online SVDD</td>
<td>27</td>
<td>7.64</td>
<td>94.57</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>Canonical SVDD</td>
<td>65</td>
<td>108.78</td>
<td>94.68</td>
<td>2.15</td>
</tr>
<tr>
<td>1000</td>
<td>Incremental SVDD</td>
<td>36</td>
<td>8.93</td>
<td>96.38</td>
<td>1.81</td>
</tr>
<tr>
<td></td>
<td>Online SVDD</td>
<td>38</td>
<td>29.70</td>
<td>93.28</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>Canonical SVDD</td>
<td>134</td>
<td>1572.67</td>
<td>95.76</td>
<td>1.78</td>
</tr>
<tr>
<td>2000</td>
<td>Incremental SVDD</td>
<td>33</td>
<td>40.12</td>
<td>99.12</td>
<td>5.77</td>
</tr>
<tr>
<td></td>
<td>Online SVDD</td>
<td>66</td>
<td>210.32</td>
<td>98.94</td>
<td>7.95</td>
</tr>
<tr>
<td>3000</td>
<td>Incremental SVDD</td>
<td>38</td>
<td>103.23</td>
<td>99.47</td>
<td>6.81</td>
</tr>
<tr>
<td></td>
<td>Online SVDD</td>
<td>114</td>
<td>1031.95</td>
<td>98.99</td>
<td>13.69</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

SVDD training is a quadratic programming (QP) problem. By increasing the number of training samples, solving this QP problem becomes intractable both in terms of memory requirements and speed. In this paper, we discuss the relation between samples and KKT condition of SVDD classifier. Based on the relation we analysis the possible change of support vectors after incremental samples are added to training set. Furthermore, an incremental algorithm based on above analysis is presented. Experiments prove that our algorithm can condense the training sample set effectively while classification precision and generalization ability are guaranteed.
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