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Abstract—Contexts, the pieces of information that capture the characteristics of computing environments, are often inconsistent in the dynamic and uncertain pervasive computing environments. Various schemes have been proposed to check context consistency for pervasive applications. However, existing schemes implicitly assume that the contexts being checked belong to the same snapshot of time. This limitation makes existing schemes do not work in pervasive computing environments, which are characterized by the asynchronous coordination among computing devices. The main challenge imposed on context consistency checking by asynchronous environments is how to interpret and detect concurrent events. To this end, we propose in this paper the Concurrent Events Detection for Asynchronous consistency checking (CEDA) algorithm. An analytical model, together with corresponding numerical results, is derived to study the performance of CEDA. We also conduct extensive experimental evaluation to investigate whether CEDA is desirable for context-aware applications. Both theoretical analysis and experimental evaluation show that CEDA accurately detects concurrent events in time in asynchronous pervasive computing environments, even with dynamic changes in message delay, duration of events and error rate of context collection.

I. INTRODUCTION

Pervasive computing creates environments that embed computation and communication in a way that organically interacts with humans to enhance or ease their daily behavior [1], [2], [3], [4], [5], [6]. Contexts refer to the pieces of information that capture the characteristics of computing environments, and context-awareness allows applications to intelligently adapt to the dynamic and uncertain pervasive computing environments [7], [8], [9], [10], [11].

Context-aware applications need to monitor whether contexts bear specified property, in order to adapt their behavior accordingly. For example, in a smart office application, the user may specify a constraint on property of the contexts \(C_1\): Location of the user is the lecture room and a presentation is going on in the lecture room. Thus the application can adaptively turn mobile phone of the user to vibration mode when \(C_1\) is satisfied. Users may also specify constraints on property of contexts to make sure that the application works correctly, satisfying users’ requirements. For example, in a smart digital home application [12], the user may specify that \(C_2\): the occupant cannot have a shower when the gas-oven is on for safety purposes. He may also specify that \(C_3\): lights in the bed room should be off when the occupant is in the living room, to prevent waste of electricity. Moreover, contexts are often error-prone due to noises [4], [13], [14]. Users may specify constraints to ensure the accuracy of contexts. For example, users may specify that \(C_4\): no one appears in two different places at the same time, to make sure that the location context is correctly collected.

Due to the discussions above, the checking of specified constraint on property of contexts, or context consistency checking, has been recognized as an important issue [13], [14], [15], [16], [17]. Existing consistency checking schemes are mainly centralized, in which contexts are collected to a central checker. Moreover, it is implicitly assumed that the contexts being checked belong to the same snapshot of time [13], [14], [15], [16]. Refer to the examples above. If the checker collects two pieces of location context: the user is in the living room and the user is in the kitchen. Only with the assumption that these two pieces of context being checked took place at the same time, the checker detect that constraint \(C_4\) is violated. We can also see that similar assumptions must hold for the constraint \(C_1\), \(C_2\) and \(C_3\). However, such assumptions do not necessarily hold in pervasive computing environments. Computing devices embedded in the environment usually coordinate in a fully distributed manner, due to the lack of central coordination. They do not have a global cock or any shared memory. Moreover, wireless communications suffer from finite but unbounded delay. Thus, we argue that pervasive computing applications should be modeled as asynchronous distributed systems [18], [19], [20], [21], [22].

The primary challenge imposed on context consistency checking by asynchronous environments is how to interpret and detect concurrent events, which is the main topic of this paper. Specifically, the contribution of this paper is three-fold:

- We propose the Concurrent Event Detection for Asynchronous consistency checking (CEDA) algorithm, which detects concurrent events based on the happen-before
relationship [18], [19] in asynchronous environments.

- An analytical model, together with corresponding numerical results, is derived to study whether CEDA correctly detects concurrent events in time.
- We conduct extensive experimental evaluation to further investigate whether CEDA is desirable for context-aware applications.

Both theoretical analysis and experimental evaluation show that CEDA accurately detects concurrent events in time for context consistency checking in asynchronous pervasive computing environments. CEDA achieves correct and timely detection even when faced with dynamic changes in the message delay, duration of events and error rate of context collection.

The rest of this paper is organized as follows. Section II provides an overview of the existing work. Section III presents design of CEDA. An analytical model is proposed in Section IV, and Section V presents the experimental evaluation. Section VI concludes the paper with a summary and the future work.

II. RELATED WORK

Various schemes have been proposed for context consistency checking in the existing literature. In [13], consistency constraints were modeled by tuples, and consistency checking was based on comparison among elements in the tuples. In [14], consistency constraints were expressed in first-order logic, and an incremental consistency checking algorithm was proposed. In [15], [16], an ontology was proposed to model context, and consistency constraints were expressed by assertions. Existing schemes for context consistency checking are mainly centralized. Temporal relationships among the collected contexts are not sufficiently considered. It is implicitly assumed that the contexts being checked belong to the same snapshot of time. Such limitations make these schemes do not work in asynchronous pervasive computing environments.

In asynchronous distributed systems, the concept of temporal ordering of events must be carefully reexamined [18]. In the seminal work of Lamport, causality was used to define the happen-before relationship between events [18]. Based on the happen-before relationship, the logic clock for asynchronous environments could be devised [23], [24]. In [25], Cooper et al. investigated the detection of general constraints (expressed by logic predicates), which brought combinatorial explosion of the state space. Conjunctive predicates play a key role in specifying consistency constraints, and both weak and strong conjunctive predicates were studied in [21], [22]. However, existing schemes only passively detect predicates, while CEDA makes computing devices proactively send messages to each other, to build temporal ordering among events. Moreover, it was not considered whether constraints were detected correctly and timely in the existing work, but these issues are quite important for context-aware applications. We conduct both theoretical analysis and experimental evaluation to address these issues for CEDA.

III. CONCURRENT EVENT DETECTION FOR ASYNCHRONOUS CONSISTENCY CHECKING

Details of the proposed Concurrent Events Detection for Asynchronous consistency checking (CEDA) algorithm are presented in this section. We first describe the system model. Then we present design of CEDA, followed by discussions.

A. System Model

We model the pervasive computing application as a loosely coupled message-passing system without any global clock or shared memory. Communications suffer from finite but unbounded message delay. We assume that no messages are lost, altered, or spuriously introduced. We do not assume that the underlying communication channel is first-in-first-out (FIFO). Justifications for the assumptions are discussed in Section III.D. A pervasive application consists of a collection of processes, among which $n$ normal processes (denoted by $P_1, \ldots, P_n$) are involved in the concurrent event detection. Another checker process (denoted by $P_{che}$) is dedicated for checking of concurrent events among the normal processes.

Modeling events by intervals. We model the local event on $P_i$ by boolean predicate $LE_i$. $LE_i$ is true if the local event is taking place on $P_i$. Otherwise, it is changed to false. For concurrent event detection, we need to detect whether local events $LE_1, LE_2, \ldots, LE_n$ are concurrently true. We record the intervals in which $LE_i = true$. The false-to-true and the true-to-false transitions (denoted by ↑ and ↓ respectively) of $LE_i$ correspond to the beginning and end of the interval (denoted by $lo$ and $hi$ respectively).

Temporal ordering between events. CEDA detects concurrent events based on the happen-before relationship as defined in [18], [21], [22], and adopts the vector clock used in [22]. Each normal process $P_j$ keeps $VC_j$, its own local vector of timestamps. $VC_j[i] (i \neq j)$ is ID of the last message from $P_j$, which has a causal relationship to $P_i$. $VC_j[j]$ for $P_j$ is the next message id $P_j$ will use. As discussed in [22], [23], [24], the happen-before relationship between events can be simply checked by comparing their vector clock timestamps. When the events $↑$ and $↓$ take place, $VC_i$ is recorded as $lo$ and $hi$ of the interval respectively.

Notations used in design of CEDA are listed in Table I.
The case where two intervals overlap is shown in Fig 1.

On the normal process side, each time $LE_i \uparrow$, $VC_i$ is recorded as a $lo$, and sent to each $P_j$ ($j \neq i$). Sending messages among normal processes helps to build temporal ordering among $los$ and $hists$ of the intervals, as required by Formula (1). $P_i$ also sends the incomplete interval $[lo, null]$ to $P_{che}$. Each time $LE_i \downarrow$, $VC_i$ is recorded as a $hi$, and the incomplete interval $[null, hi]$ is sent to $P_{che}$.

Note that $P_i$ does not need to send $VC_i$ every time $LE_i$ changes. $P_i$ does not need to send the timestamp if there has been no message activity since the last time the timestamp was sent. This is because the vector clock can change its value only when a message is sent or received, as discussed in Section IIIA. A boolean variable $flag_msg\_act$ is used to record whether there has been any message activity. The initial value of $flag_msg\_act$ is true. Pseudo codes of the CEDA algorithm on the normal process side are listed in Algorithm 1.

**C. CEDA on the Checker Process Side**

$P_{che}$ receives $[lo, null]$ and $[null, hi]$ from each $P_i$. A $[lo, null]$ and the corresponding $[null, hi]$ can be combined to obtain a complete interval $[lo, hi]$. A separate queue of intervals ($Queue_i$) is maintained for each $P_i$. $P_{che}$ executes Algorithm 2 to compare the received los and his. Head element of any queue, whose $hi$ is not greater than $lo$ of head elements of all other queues are deleted. It is because CEDA will not be able to build the relationship expressed in Formula (1) with such an interval. Thus they should be eliminated for further comparison. For complete intervals (neither $lo$ nor $hi$ is null), CEDA detects whether they overlap by comparing timestamps of their $los$ and $hists$ [22]. For incomplete intervals, we use $Num\_null$ to denote the number of queues which have $[lo, null]$ as their head elements. Observe that CEDA has chances to detect concurrent events when $Num\_null = 1$. This is called an early detection, which is analyzed in detail in Section IVB.

We assume that $P_{che}$ receives messages from normal processes in FIFO order as in [21], [22]. Note that this is not a restrictive assumption. We do not require FIFO for the underlying communication. $P_{che}$ needs to implement the FIFO property for efficiency purposes. If the underlying communication is not FIFO, $P_{che}$ ensures this property by using sequence numbers in messages.

**D. Discussion**

**Complexity.** On the checker process side, the number of comparisons is $O(n^2p)$, where $n$ is the number of queues each of length at most $p$. On the normal process side, the number of message activities is $O(p)$. The space complexity is $O(n)$, for recording the vector clock. Note that the message complexity of CEDA is mainly due to building the happen-before relationship between los and hists when there is not any global clock. Existing work may impose less message complexity. However, they cannot work in asynchronous pervasive computing environments.

**Justifications for the assumptions.** We assumed the reliability of message passing in Section IIIA. Note that even with these assumptions, we cannot always guarantee correct detection of concurrent events (as discussed in Section IV). Without message reliability, we only need to revise our algorithm to discard the incomplete information on $P_{che}$ due to the message.
Algorithm 2 CEDA on $P_{che}$

1: Upon receive([lo, null])$_k$
2: enqueue [lo, null]$_k$ in Que$_k$;
3: if [lo, null]$_k$ $\neq$ head(Que$_k$) then
4: return;
5: end if
6: for $i = 1$ to $n$, $i \neq k$ do
7: while $\neg$(head(Que$_k$)$_i$.lo $\rightarrow$ head(Que$_i$)$_i$.hi) do
8: delete head(Que$_i$)$_i$;
9: end while
10: end for
11: if Numnull = 1 then
12: if $\forall i :$ head(Que$_i$)$_i$.lo $\rightarrow$ head(Que$_k$)$_k$.lo $\land$
13: head(Que$_k$)$_k$.lo $\rightarrow$ head(Que$_i$)$_i$.hi then
14: return early detection;
15: end if
16: end if
17: Upon receive [null, hi]$_k$ or [lo, hi]$_k$
18: combine [null, hi]$_k$ with [lo, null]$_k$, obtaining [lo, hi]$_k$;
19: if [lo, hi]$_k$ $\neq$ head(Que$_k$) then
20: return;
21: end if
22: changed := \{k\};
23: while changed $\neq$ $\emptyset$ do
24: newchanged := $\emptyset$;
25: for $i \in$ changed, $1 \leq j \leq n$ do
26: if $\neg$(head(Que$_j$)$_j$.lo $\rightarrow$ head(Que$_i$)$_i$.hi) then
27: newchanged := newchanged $\cup$ \{i\};
28: end if
29: if $\neg$(head(Que$_i$)$_i$.lo $\rightarrow$ head(Que$_j$)$_j$.hi) then
30: newchanged := newchanged $\cup$ \{j\};
31: end if
32: end for
33: changed := newchanged;
34: for each $i$ in changed do
35: delete head(Que$_i$)$_i$;
36: end for
37: end while
38: if Numnull = 1 and head(Que$_1$) = [lo, null] then
39: if $\forall i \neq 1 :$ head(Que$_i$)$_i$.lo $\rightarrow$ [lo, null]$_i$.lo $\land$
40: [lo, null]$_i$.lo $\rightarrow$ head(Que$_i$)$_i$.hi then
41: return early detection;
42: end if
43: end if
44: end if
45: end if

We define random variables $X$, $Y$, and $Z$, whose values are $x$, $y$, and $z$ respectively, as shown in Fig. 2. The expected

TABLE II
NOTATIONS IN ANALYSIS OF CEDA

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{corr}$</td>
<td>probability of correct detection</td>
</tr>
<tr>
<td>$P_{early}$</td>
<td>probability of early detection</td>
</tr>
<tr>
<td>$X, Y, Z$</td>
<td>random variables depicting the temporal attributes of intervals</td>
</tr>
<tr>
<td>$F_1(X)$</td>
<td>probability functions of $X$</td>
</tr>
<tr>
<td>$F_2(Y)$</td>
<td>probability functions of $Y$</td>
</tr>
<tr>
<td>$F_3(Z)$</td>
<td>probability functions of $Z$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Poisson arrival rate of intervals</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>rate of interval duration</td>
</tr>
</tbody>
</table>

loss. The rationale for concurrent event detection still remains the same. It is obvious that the probability of correct detection will further decrease when faced with message loss.

IV. PERFORMANCE ANALYSIS

In the previous Section III, we presented the design of CEDA. However, does CEDA work in pervasive computing environments? Specifically, can CEDA achieve accurate detection of concurrent events? Can CEDA detect concurrent events in time? We investigate these issues by theoretical analysis in this section. In the following Section V, we further evaluate CEDA by experiments. In our analysis, we first focus on the case where the number of normal processes is 2. Then we discuss the case with $n$ (\geq 3) normal processes. Notations used in the analysis are listed in Table I and Table II.

A. Probability of Correct Detection

It is not possible to guarantee accurate detection of concurrent events in asynchronous systems [26, 27]. Formally, there does not exist an algorithm $\mathcal{A}$, which always achieves correct detection of concurrent events. Thus we study the probability that CEDA achieves correct detection. Toward this objective, we first investigate when and how CEDA falsely detects concurrent events.

Observe that CEDA is never false positive, i.e., when CEDA detects overlapping intervals (of concurrent events), the intervals definitely overlap. This is because CEDA detects overlapping intervals only when it guarantees that Formula (1) is satisfied. However, CEDA could be false negative, i.e., when CEDA does not detect overlapping intervals, it is possible that the intervals do overlap actually. For example, two intervals do overlap as shown in Fig. 2, but if $I_1$ receives the message from $I_2$ (denoted by $msg(I_2)$) later than $I_1$'s $hi$, CEDA will not detect that $I_1$ and $I_2$ overlap.

CEDA correctly detects overlapping intervals if and only if $msg(I_1)$ and $msg(I_2)$ are received in time. Formally, the probability of correct detection is:

\[
P_{corr} = Pr \{x, y, z \} = Pr \{msg(I_1), delay \leq y + z\} \\
Pr \{msg(I_2), delay \leq x - z\}
\]  

(2)

We define random variables $X$, $Y$ and $Z$, whose values are $x$, $y$ and $z$ respectively, as shown in Fig. 2. The expected
Here, the probability functions $\lambda_i$ of intervals with Poisson arrival rate based on the queuing theory [28], [29]. Specifically, a queue probability of correct detection is:

$$E[P_{corr}] = E[P(x, y, z)] = \int_0^\infty \{ \int_0^x \int_0^z P(x, y, z) dF_3(z) \} dF_2(y) dF_1(x)$$

(3)

Here, the probability functions $F_1(x) = Pr\{X \leq x\}$, $F_2(y) = \{Y \leq y\}$, $F_3(z) = Pr\{Z \leq z\}$.

To further investigate $E[P_{corr}]$, we model intervals on $P_i$ based on the queuing theory [28], [29]. Specifically, a queue of intervals with Poisson arrival rate $\lambda_i$ is adopted. The duration of intervals follows the exponential distribution of rate $\mu_i (\bar{\mu}_i \leq 1)$. We also need to model the message delay, which greatly affects $E[P_{corr}]$. The distribution of message delay is affected by implementation of the underlying layers of network (e.g., the MAC or routing layer), and greatly varies in different scenarios. Although it is doubted whether there exists a universal model of message delay, the exponential distribution is widely used and also evaluated by both simulations and experiments [30], [31]. In our analysis, we adopt the exponential distribution to model message delay. Note that our analysis is also applicable when message delay follows other types of distributions. With the models we adopt, the probability of correct detection is:

$$P_{corr} = P(x, y, z) = (1 - e^{-\lambda(y+z)})(1 - e^{-\lambda(x-z)})$$

(4)

According to [29], the probability function of the interval length is:

$$F_1(x) = Pr\{X \leq x\} = \int_0^x \frac{\mu_1(\lambda_1\mu_1x^2)^{k-1}}{k!(k-1)!} e^{-(\lambda_1+\mu_1)x} dx$$

$$F_2(y) = Pr\{Y \leq y\} = \int_0^y \sum_{k=1}^\infty \frac{\mu_2(\lambda_2\mu_2y^2)^{k-1}}{k!(k-1)!} e^{-(\lambda_2+\mu_2)y} dy$$

Since the arrival of $I_2$ follows the Poisson process, we have that, for $z > 0$:

$$F_3(z) = Pr\{Z \leq z\} = 1 - e^{-\lambda_2z}$$

To illustrate performance of CEDA in terms of the probability of correct detection ($E[P_{corr}]$), we change the average message delay and obtain the numerical results, as shown in Fig. 3. We choose to vary the average message delay because it has the most significant impact on $E[P_{corr}]$. According to the numerical results, we find that $E[P_{corr}]$ remains near 100% when the message delay is not quite long. As the average message delay significantly increases, $E[P_{corr}]$ decreases quite slowly (note that the $x$-axis is the logarithm of message delay). This ensures that CEDA achieves satisfying probability of correct detection in various pervasive computing environments with different message delay.

B. Probability of Early Detection

In context-aware applications, it is quite desirable, if not a must, to detect concurrent events as early as possible. However, this issue was not sufficiently addressed in the existing work, e.g., in debugging of distributed programs [25], [21], [22]. In existing schemes, $P_{che}$ only receives timestamps of a complete interval (with both $lo$ and $hi$). Thus $P_{che}$ detects concurrent events no earlier than the latest $hi$ among all the intervals [22]. CEDA detects concurrent events in a finer granularity. The timestamp of $lo$ or $hi$ is sent right after the $\uparrow$ or $\downarrow$ transition of $LE_i$. Thus, CEDA has chances to detect concurrent events earlier than existing schemes.

We first discuss when and how CEDA achieves early detection. As shown in Fig. 4, if concurrent events are checked only when both $lo$ and $hi$ of the intervals are collected, we detect concurrent events after $I_2.hi$. However, we can still detect that $I_1$ and $I_2$ overlap without the timestamp of $I_2.hi$. Observe that if we guarantee:

$$I_1.lo \to I_2.lo \land (I_2.lo \to I_1.hi) \land y > x - z$$

(5)

we guarantee that Formula (1) holds, thus guaranteeing $I_1$ and $I_2$ overlap. In this case, CEDA has chances to detect concurrent events after $I_1.hi$ is collected, not having to wait for $I_2.hi$.

Based on the analysis above, the probability of early detec-
The expected probability of correct detection is:

\[ P_{\text{corr}}(x, y, z) = \Pr\{\text{msg}(I_1)_{\text{delay}} < z\} \Pr\{y > x - z\} \]

\[ = (1 - e^{-\lambda z})(1 - e^{-\lambda(x-z)})(1 - F_2(x-z)) \]  \hspace{1cm} (6)

The expected probability of correct detection is:

\[ E[P_{\text{early}}(x, y, z)] = \int_0^\infty \int_0^x \int_0^y \int_0^z P_{\text{early}}(x, y, z) \]

\[ dF_3(z) dF_2(y) dF_1(x) \]  \hspace{1cm} (7)

We also illustrate performance of CEDA in terms of the probability of early detection \( E[P_{\text{early}}] \) by numerical results. From Fig. 5, we find that \( P_{\text{early}} \) is around half of \( P_{\text{corr}} \) when the message delay is not quite long and both probabilities remain stable. Both probabilities decrease in a similar way as the average message delay significantly increases, i.e., \( E[P_{\text{early}}] \) can also tolerate significant increase in the average message delay. Thus CEDA achieves satisfying performance in terms of both probabilities in environments with different message delay.

C. Discussion

Our analytical model can be applied in cases with any number of intervals \( n \geq 2 \). In the analysis above, we mainly focus on the case where \( n = 2 \). For \( n \geq 3 \) intervals, we can obtain \( E[P_{\text{corr}}] \) in a similar way as in Section IV.A by calculating the probability that any two overlapping intervals are correctly detected. Meanwhile, CEDA may achieve early detection without receiving the latest \( hi \) from \( Interval_k \). In this case, early detection is achieved when: (i) Formula (5) holds between \( Interval_k \) and every \( Interval_i (i \neq k) \); (ii) all \( Interval_i (i \neq k) \) overlap. Detailed derivation of \( P_{\text{early}} \) in this case is omitted in this paper.

V. EXPERIMENTAL EVALUATION

In this section, we conduct simulation experiments to further evaluate whether CEDA is desirable for context-aware applications in asynchronous pervasive computing environments. We first describe the experiment setup, and then analyze the evaluation results.

A. Experiment Setup

In the experimental evaluation, we simulate a smart office scenario, in which users move around in different offices. The duration of users’ stay in an office follows the exponential distribution. User’s location is the context we are interested in, since location contexts have been recognized as the most important type of context and are widely used and studied in applications and existing literature[32], [33]. Users carry RFID tags and user’s location context is collected by RFID readers in the offices. To ensure that the location context is correctly collected, users specify the consistency constraint \( C_4 \): no one appears in two different places at the same time, as discussed in Section I. Location contexts are produced with controlled error rates of 10%, 20%, 30%, 40% and 50%. These rates are based on real-life observations about RFID error rates [34], [35], [36]. We model the message delay by the exponential distribution.

In the evaluation, we study the probabilities of correct detection and early detection. The average message delay, the average duration of a user’s stay in the office and error rate of context collection are varied. We choose to vary message delay and duration of a user’s stay in the office since they are closely related to the probabilities we are investigating, according to our analytical results in Equation (3) and (7). We vary the error rate of context collection since it is the error in location context, which motivates context consistency checking. Detailed experiment configurations are listed in Table III.
B. Effects of Tuning the Message Delay

In the first experiment, we study how changes in the average message delay affect the probabilities of correct detection \(E[P_{corr}]\) and early detection \(E[P_{early}]\). As shown in Fig. 6, \(E[P_{corr}]\) and \(E[P_{early}]\) remain stable when the message delay is not quite long. \(E[P_{corr}]\) is high (near 100%) and \(E[P_{early}]\) is around half of \(E[P_{corr}]\). As the average message delay significantly increases, \(E[P_{corr}]\) and \(E[P_{early}]\) decrease slowly (note that the \(x\)-axis is the logarithm of message delay). This ensures that CEDA obtains desirable \(E[P_{corr}]\) and \(E[P_{early}]\) when employed by context-aware applications in scenarios with different message delay.

Note that the experimental evaluation results in this experiment are in accordance with the numerical results in Fig. 5, except that \(E[P_{early}]\) in this experiment is slightly higher. The increase in \(E[P_{early}]\) is mainly because we generate the trace of a user in different offices using a simpler model in this experiment. The user just stays in one office for a duration of exponential distribution and then moves to another random office.

C. Effects of Tuning the Duration of Stay in an Office

In the second experiment, we study effects of tuning the average duration of the user’s stay in one office. We find that \(E[P_{corr}]\) slightly increases, while \(E[P_{early}]\) slightly decreases when the duration increases, as shown in Fig. 7. We can explain changes in the probabilities by referring to Equations (4) and (6). As shown in Equation (4), when the duration of the user staying in the office increases, values of both \(x\) and \(y\) increase, resulting in the increase in \(P_{corr}\) and \(E[P_{corr}]\). The decrease in \(P_{early}\) mainly results from the increase in \(F_2(x - z)\), as shown in Equation (6). Since \(F_2(x - z)\) is a probability function and is thus monotonically non-decreasing, increase in \(x\) results in the increase in \(F_2(x - z)\).

Overall, the impact of average duration on \(E[P_{corr}]\) and \(E[P_{early}]\) is not significant, which makes CEDA widely applicable to detect concurrent events of different durations.

D. Effects of Tuning the Error Rate of Context Collection

In the third experiment, we study the effects of tuning the error rate of context collection. Based on Fig. 8, we find that changes in the error rate have little impact on both \(E[P_{corr}]\) and \(E[P_{early}]\), which can be explained by the expressions of \(E[P_{corr}]\) and \(E[P_{early}]\) in Equations (3) and (7) respectively.

Note that the increase in erroneous contexts may increase the number of messages transmitted and also increase the load on the checker process. Detailed evaluation such impacts on \(E[P_{corr}]\) and \(E[P_{early}]\) are out of the scope of this paper.

E. Lessons Learned

Based on the results of experimental evaluation, we show that CEDA is desirable for context-aware applications in asynchronous pervasive computing environments. In particular,

- CEDA can tolerate fairly long message delay and still achieve satisfying probabilities of correct detection and early detection;
- CEDA is not significantly affected by changes in the duration of events being detected;
- CEDA can also tolerate changes in the error rate of context collection, while achieving stable performance in terms of probabilities of correct detection and early detection.
VI. CONCLUSION AND FUTURE WORK

In this paper, we study concurrent event detection for consistency checking of pervasive context in asynchronous environments. Toward this objective, our contributions can be described as follows: (1) we propose the CEDA algorithm; (2) an analytical model is derived to investigate performance of CEDA, and we further illustrate our analysis by numerical results; (3) we conduct extensive experimental evaluation to further evaluate CEDA in a variety of pervasive computing environments.

Currently the CEDA algorithm still suffers from several limitations. In our future work, we need to investigate how CEDA can deal with dynamic changes in the number of processes involved in the detection of concurrent events. We also need to study how to further reduce the message complexity and improve bounds of the probabilities of correct detection and early detection. Moreover, we should evaluate CEDA in different scenarios with different types of contexts and consistency constraints.
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