Empirical evaluation of Internet indexes
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Abstract: In this paper the IRT project (Internet / Information Retrieval Tools) is described. The basic goal of IRT is to advise users of Internet search engines in retrieving information from the free public access part of the Internet. In achieving this, IRT has developed a model to evaluate search engines. This model is described in here. Evaluation criteria refer to functionality: search options, presentation characteristics and indexing characteristics (which elements of a Web document are indexed?). Also evaluated is the consistency of retrieval through search engines. This model has been tested in the period October - December 1998 on six of the major search engines. We found many differences among Internet indexes in their functionality, as well as in their consistency and reliability.
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Introduction

Since March 1997 a project is running, named IRT (INTERNET / INFORMATION RETRIEVAL TOOLS) in which 11 information professionals are involved (see their names below). The main goal is to assist users of Internet search engines in retrieving information from the World Wide Web (WWW).

Starting Point

The Internet is expanding constantly. The bigger the Internet, the more important becomes the role of Internet (WWW) search engines in retrieving information. Search engines vary in size and coverage of their database, and in functionality. Many users are aware of differences in functionality features like search options and presentation characteristics, but many do not know about differences in the way engines index Web documents. Which elements of a Web document are indexed? An end-user, looking for the appropriate engine to get a result with the desired recall and precision should be aware of this.

Moreover: the "indexing behaviour" of search engines is not always consistent. Different results are obtained for the same question, even with the same engine. Ideally an end-user should also be aware of this unreliability and should be able to take it into account.
There is other research on functionality of Internet indexes (see for instance Su 1997) and on their coverage (Lawrence and Giles 1998). The Whistlestop project (Kochtanek et al. 1998) studies a few engines. The WWW site http: //searchengineswatch. internet. com/ is devoted to search engines, but not much research is mentioned there; it is primarily concerned with testing the coverage and the freshness of the greatest US search engines, which is investigated by observing how often these visit and index a few sites in the US.

However, how each search engine indexes the contents of the visited sites and how well each resulting database functions is still not clear. Clearly some investigation is needed. Also, European engines deserve more attention.

**Goals of the project**

The basic goal of the IRT project is to advise users of Internet search engines in retrieving information from the free public access part of the Internet. In achieving this, IRT evaluates search engines (mainly by assessing their functionality and the degree of consistency of their behaviour).

**The investigated search engines**

In the IRT project, 13 of the major search engines are evaluated:

- AltaVista
- Euroferret
- Excite
- HotBot
- Infoseek
- Lycos
- MSN
- Northern Light
- Snap
- WebCrawler
- and three Dutch engines: Ilse, Search.nl and Vindex.

The six major search engines evaluated by Lawrence and Giles (1998) are among these.

Adoption of new engines in the evaluation system is possible at any time.

IRT does not study the "directory type engines" or "subject trees", like Yahoo!, and the ones associated with (and offered together with) the Internet indexes that we investigate.

**Method of evaluation**

Evaluating functionality and consistency is completely based on experiments (i.e. results of searches). IRT draws conclusions with respect to these experimental data, and not with respect to the documentation provided by the engines.
Assessing the functionality of search engines

We evaluate three categories of functionality, dealing with:

1. indexing,
2. search options, and
3. presentation of the results.

Investigation of indexing: A set has been made of relevant evaluation criteria related to indexing. A test document has been set up based on these criteria. Queries related to the criteria have been set up in order to test Internet search engines. The test document has been made available at six WWW sites in The Netherlands and in Belgium. Thus we investigate what document elements are indexed by each search engine.

Investigation of search options and presentation of results: Sets with relevant criteria / properties / features have been made. Based on these sets, the search engines are evaluated.

Many differences in functionality have been found. We systematically investigate these further.

Moreover: the indexing functionality of engines is not constant. In the period October 1998 - January 1999, AltaVista, HotBot and Vindex have changed in relation to the considered criteria.

Access to the results obtained up to now is possible online through http://www.cwi.nl/cwi/projects/IRT/colis/.

Assessing variations in the retrieval performance of search engines

We have added the time dimension to the indexing test setup. Every 29 minutes one of the test queries is sent to one of the engines. At this moment it takes about 9 days for every question to be submitted. The results (including how many times engines were unreachable) are automatically gathered, filtered and stored in a database.

Then the different results for the same queries are analysed. It is possible to express this kind of inconsistency in numbers of documents not found but known by the engine. In other words: some results are complete (according to the content of the engine's database at the time the query is submitted) and others are not; a result can be more or less incomplete.

The following are investigated:

1. the number of incomplete results per engine
2. the degree of this incompleteness
3. relations between incompleteness per engine and time or types of queries.

In the period October - December 1998 about 4500 test searches were performed with AltaVista, Excite, HotBot, Lycos, Vindex, WebCrawler. The number of test pages found by the search engines ranges from 1 to 6, the maximum. This, of course, is not a constant number.
Some conclusions drawn from these experiments:

1. A substantial number of results appears to be incomplete. The incompleteness varies per engine and per query. We consider only the set $L$ of combinations (engine $\times$ query) in which the engine has found, at least one time, at least one test document. The set $L$ contains 65% of all combinations.

   a. In the set $L$ about 3000 experiments have been performed. Of the results 14% were incomplete. Leaving the experiments with Vindex aside, this is 5%.

   b. It appears that in 53% of the combinations (engines $\times$ query) in the set $L$ an engine has given, at least one time, an incomplete answer.

   c. It seems that some engines always give complete answers (Excite, Lycos and Webcrawler), that others give less complete answers (Altavista and HotBot) and that some perform even less reliable (Vindex).

   d. The degree of incompleteness varies.

   e. Some combinations have only incomplete results; i.e. there are queries getting incomplete results from an engine every time they are submitted.

2. Sometimes an engine is unreachable (for the researchers in Amsterdam). In 27% of all combinations an engine was at least one time unreachable. Some engines are more often unreachable than others.

3. In 34% of the combinations in the set $L$ the engine was never unreachable and gave no incomplete results.

Also these experimental results can be accessed online through http: //www.cwi.nl /cwi /projects /IRT /colis/

We plan to investigate more engines simultaneously early 1999, in the hope that this will learn us more in this area of (un)reliability and (in)consistency.

**Evaluation architecture**

![Evaluation Architecture Diagram](image-url)
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