Learning to Detect Small Impact Craters

P.G. Wetzler\textsuperscript{1}, R. Honda\textsuperscript{2,1}, B. Enke\textsuperscript{3}, W.J. Merline\textsuperscript{3}, C.R. Chapman\textsuperscript{3}, M.C. Burl\textsuperscript{1}
\textsuperscript{1}University of Colorado at Boulder, \textsuperscript{2}Kochi University, \textsuperscript{3}Southwest Research Institute

Abstract

Machine learning techniques have shown considerable promise for visual inspection tasks such as locating human faces in cluttered scenes. In this paper, we examine the utility of such techniques for the scientifically-important problem of detecting and cataloging impact craters in planetary images gathered by spacecraft. Various supervised learning algorithms, including ensemble methods (bagging and AdaBoost with feed-forward neural networks as base learners), support vector machines (SVM), and continuously-scalable template models (CSTM), are employed to derive crater detectors from ground-truthed images. The resulting detectors are evaluated on a challenging set of Viking Orbiter images of Mars containing roughly one thousand craters. The SVM approach with normalized image patches provides detection and localization performance closest to that of human labelers and is shown to be substantially superior to boundary-based approaches such as the Hough transform.

1. Introduction

Craters are the most abundant landform in the solar system. Their size-frequency distribution, especially at the more abundant smaller sizes, is used extensively by scientists to judge the relative ages of planetary and asteroidal surfaces. Due to similarities in their initial morphologies, craters provide significant clues about the other processes (wind, lava, etc.) that have acted at various times and locations on the surface. Craters also provide convenient landmarks for visual motion estimation [17].

The surface of Mars is of particular interest, especially given the recent rover data that shows the planet was once wet for an extended period of time. High-resolution orbital imagers are providing unprecedented views of Mars, but the data volume is so large that the returned images cannot be thoroughly analyzed manually. The Barlow Catalog 1.0 of Martian Impact Craters [2], which was created manually during the mid 1980’s from Viking imagery, contains approximately 40,000 craters down to size \( \sim 5 \text{km} \); however, in a heavily-cratered region one might find thousands of craters in a single image if the analysis is carried down to the smallest sizes supported by the Viking image resolution and recent missions yield resolutions one to two orders of magnitude better than that of the Viking missions.

More recent efforts toward manual cataloging have focused on using large groups of volunteer labelers (click-workers) [18] distributed over the internet [23]. While such an approach may be an expedient path for creating catalogs in the short term, it suffers from the problem that the entire human effort must be repeated for each new dataset and each new feature type, e.g., if the target is changed from craters to gullies. A large manual effort on one dataset provides little leverage to another dataset of different type, e.g., manual detection of craters in a planetary dataset would have essentially no value for other visual inspection tasks such as counting blood cells in biomedical slides.

Hence, there is strong motivation for exploring methods to automate or assist in the visual inspection/detection process. Inspired by the considerable success of learning techniques applied to human face detection [25, 24, 27, 29, 31, 22], we have attempted to utilize a learning approach to facilitate comprehensive scientific analysis of the cratering record.

2. Related Work

Previous attempts to automate crater detection have largely focused on looking for circular or elliptical arrangements of edges along the crater boundary, e.g., using the Hough transform. Examples include the works of Cross [12], Cheng [11], Honda [15], and Leroy [21]. These boundary-based approaches seem to perform well under certain conditions, for example, for detecting medium to large craters (relative to the image resolution) when there is limited texture in the background due to other features or processes. However, the techniques break down severely for detecting smaller craters or when applied in more challenging terrain.

An alternative to boundary-based detection is to look directly at the pixel-level pattern in an image patch. Along these lines, Chapman [10] made an early attempt to automatically detect Lunar craters imaged at low sun angles by looking for adjacent bright-dark regions of the proper relative size. We have also used image-based techniques including principal components analysis (PCA) [6] and continuously-scalable template models [7] to detect various planetary features (volcanoes, craters, blocks). The learn-
ing techniques we consider here are similar in that they also work directly with image patches.

3. Problem Formulation

In this section, we formulate the crater detection problem as one of supervised machine learning. We presume the existence of a training set \( T \) consisting of tuples \((x, y)\), where \( x \) is a fixed-length vector of observations and \( y \) is a label from the set \( \{-1, +1\} \). The label \( -1 \) indicates that \( x \) is an instance of the “negative class” (not-crater) whereas \( +1 \) indicates that \( x \) is an instance of the “positive class” (crater). The learning algorithm examines the training set and attempts to produce a function \( g(\cdot) \) that will correctly map future instances \( x \) to the correct class. Most of the learning algorithms we consider produce a continuous-valued output that can be thresholded to provide a class decision. By varying the threshold, one varies the tradeoff between detection and false alarm rates.

3.1. Handling Size Variation

The size of the craters in an image can range from a few pixels in diameter to 400 pixels (or more). However, the standard learning techniques require a fixed-length vector of observations \( x \). To manage this problem, we use a multiscale “pyramid” representation of the image [1], so that a crater with a particular diameter \( d_0 \) in the original resolution data will have an apparent diameter at level \( l \) of the image pyramid that is given by:

\[
d_l = \frac{d_0}{\lambda_l}
\]

where \( \lambda \) is the magnification factor between adjacent pyramid levels (original resolution is \( l = 0 \)).

When choosing positive instances for the training set, a fixed-size window that is centered on the crater is selected from pyramid level \( l \), where \( l \) is such that \( d_l \in [d_{\min}, d_{\max}] \). At detection time, the window is scanned\(^1\) across each level of the pyramid and the pattern of pixel values under the window is used to classify the patch as positive or negative.

In setting \( d_{\min} \) and \( d_{\max} \) it is important to note that if the crater diameter relative to the patch size is too small, then important details of the pattern will be lost (also, much of the patch will consist of irrelevant background pixels). If the crater diameter is too large, then the patch will not contain enough context information. (Experimentally, we know that such information is helpful for making the correct classification.) In our experiments, we used \( d_{\min} = 7.125 \), \( d_{\max} = 8.55 \), and \( \lambda = 2^{0.25} \), with the window size fixed at \((19 \times 19)\). The magnification factor \( \lambda \) insures that each crater falls within \([d_{\min}, d_{\max}]\) in exactly one of the pyramid levels.

\(^1\)While this is conceptually the case, several of the implementations use more efficient FFT-based techniques.

Note that detecting craters at the smallest size (say \( d_0 = 5 \) pixels) requires supplying “negative” pyramid levels in which the original resolution data is interpolated to produce a larger image. We have shown experimentally that using negative pyramid levels is better performance than simply using smaller window sizes (e.g., \((11 \times 11)\)) to detect the smallest craters.

3.2. Contrast Normalization

In addition to size variation, individual image patches may exhibit very different overall average brightness and contrast. Although one can leave it to the algorithms to learn to ignore such differences, it is also possible to explicitly normalize the patches. Given an image patch \( x \), we define the normalized version of the patch by:

\[
\tilde{x} = \frac{x - \mu 1}{\sigma \sqrt{n}}
\]

where \( \mu \) is the mean of the values in \( x \), \( \sigma \) is the standard deviation, \( n \) is the number of values, and \( 1 \) is a vector of ones. Normalization, when used, is applied to both the training and test patches.

3.3. Defining the Training Set

To create the training sets for the learning algorithms, we start from a set of images for which all of the true craters have been labeled (circled). In most cases, the absolute ground truth is not known; therefore, labelings provided by a human expert are used as a surrogate for true ground truth. Since the size-frequency distribution of craters at the smallest sizes is of most interest for assessing relative ages of surfaces, we want to detect craters down to the smallest sizes. In this study a minimum target diameter of 5 pixels was used (any craters significantly smaller than this size are removed from the ground truth). Given the training images and ground truth labelings, it is straightforward to extract the patches that are true positives from the image pyramids. To provide for some translation invariance, patches that are shifted by one pixel from the true crater centers are also included.

The choice of negative examples for the training set is more difficult. If the image size is \((z_r \times z_c)\), then taking every image patch that doesn’t contain a centered crater of the proper size as a negative example would result in millions of negative examples (compared to thousands of positive examples). These numbers are problematic for two reasons: (i) the size of the training set (even learning algorithms that perform linearly in the number of examples) may be close to infeasible to run with millions of examples) and (ii) the huge imbalance between positives and negatives (the learning algorithms will be tempted to simply classify everything as a negative). We deal with these problems by selecting a random subset from all the potential negative
example. The size of this set is chosen to be a factor of six or so larger than the set of positive examples to capture the greater variability among the negative patches, but still leave enough incentive for the learning algorithm to use the positive examples.

We also note that one of the algorithms, the continuously-scalable template model (CSTM), is trained only from positive examples; hence, this algorithm ignores any negative examples in the training set.

3.4. Spatial Clustering
Suppose we have a window centered over a crater, which has the right apparent size relative to the window. If we shift the window by a pixel or two in any direction, the pattern within the shifted window is still going to look like a crater. Thus, it is to be expected that a single crater may cause multiple detections. Of course, if the goal is to count craters, then these duplicate detections are a problem. To remedy this situation, the collection of outputs from each detector (a set of circles of different sizes and locations) are passed through a spatial clustering algorithm. Detectors for which the relative area of overlap between circles exceeds a predetermined threshold are presumed to be due to the same object. The circle within a cluster that receives the highest confidence score from the classifier is considered to be the true object and the others are discarded as duplicates.

4. Learning Algorithms
We applied a number of supervised learning algorithms to the crater detection problem, including: feed-forward neural networks, ensemble methods (bagging and AdaBoost with feed-forward neural networks as base learners), support vector machines (SVM), and continuously-scalable template models (CSTM). In this section, we briefly outline these techniques and give pointers to more detailed descriptions in the literature.

4.1. Feed-Forward Neural Networks
Feed-forward neural networks consist of a set of units that produce an output value by applying a nonlinear squashing function (typically sigmoid or tanh) to a weighted combination of their inputs [14]. The units are commonly arranged in layers so that the outputs from one layer of units serve as the inputs to the next layer of units. The back-propagation algorithm [26] offers a convenient way to train the network by adjusting the network weights so as to minimize the error between the actual outputs of the network and the target outputs (\(y\)-values from the training set). Feed-forward neural networks have been used successfully in a number of visual pattern recognition applications [25, 20]. Initially, we considered both the standard topology networks with a single hidden layer and convolutional networks similar to those used by LeCun on the MNIST data. Although we were able to reproduce the MNIST results with our implementation of convolutional neural networks, they did not perform well in initial experiments on the crater data, so they were not used in the full scale experiments.

4.2. Bagging and Boosting
Ensemble methods offer a way to improve accuracy and reliability by training and combining multiple classifiers in an intelligent way. Bagging [4] simply trains multiple classifiers on different randomly selected subsets of the training set and averages or majority votes the individual decisions to produce a composite classifier. Boosting is a more directed approach in which examples that prove difficult to one classifier are reweighted and given enhanced attention by the next classifier. In our experiments, we used AdaBoost [13], which has previously been used successfully for face detection [27, 31]. The Kullback-Leibler boosting algorithm [22] also appears promising and may be evaluated in future work. In our experiments, we used the feedforward neural network as the base learning algorithm and performed six rounds of boosting (we also experimented with more rounds, but did not find significantly better results). The weightings placed on the examples by the boosting algorithm were directly incorporated into the backpropagation/gradient descent algorithm used to train the base neural networks.

4.3. Support Vector Machines
The underlying idea of Support Vector Machines [30, 5] is to find a hyperplane that optimally separates the positive from the negative examples, where optimality is defined by the size of the margin, i.e., the smallest distance between a positive and a negative example when mapped onto the hyperplane’s normal vector. Using kernels [19], the input examples can be implicitly lifted into a higher-dimensional space in which the examples can be more easily separated. The hyperplane decision surface in this higher dimensional space corresponds to a non-linear surface in the original input space. These decision surfaces are specified in terms of a subset of the training examples (the support vectors) and a set of weights (LaGrange multipliers or alpha values). Support vector machines have provided very favorable results on a number of visual detection/classification problems, including face detection [24] and the MNIST digit database.

In our experiments, we used the 1.1bSVM implementation [9] to carry out the training. The kernel type (RBF) and other parameters were selected through cross-validation. The SVM models that were produced in training were far more complex than the models produced by the other meth-
ods. We typically found SVM models with \( \sim 5000 \) support vectors. Applying such models to image data is computationally demanding (due both to the large number of support vectors and the large number of test patches). Alternative formulations of the SVM objective function, such as the \( \nu \)-SVM proposed by [28], allow more explicit control over the number of support vectors. We conducted several experiments with \( \nu \)-SVM to see if useful models with fewer support vectors could be found. We also developed an exact blocked-FFT implementation of the SVM decision function [8] so that performance of the full scale models could be assessed in a feasible amount of time.

4.4. CSTM

For comparison, we also evaluated an approximate implementation of the continuously-scalable template matching algorithm (CSTM) described in [7]. This algorithm, which has previously been applied to crater detection, is based on the idea of generating a family of matched filters at densely-sampled scales using a single example crater as the prototype for the family. The resulting family of filters is then applied to the images in an efficient way by applying PCA to compress the family into a smaller number of basis functions. We approximate this technique by omitting the PCA step and instead performing brute-force matching (calculation of correlation coefficient between each family member and each template in the family). This modification sacrifices some speed, but does not significantly alter the results. The choice of the prototypes for generating the filter families is made from the training set by sequentially choosing the positive example that covers the largest number of positive examples not already covered by an earlier prototype, where an example covers another if the correlation coefficient between the two exceeds some pre-determined threshold.

5. Experiments

Although there are a large number of planetary images available on the internet, detailed ground truth in machine readable form is generally not available. Hence, we tested the various algorithms on a set of seven Viking Orbiter images of size \((1280 \times 1280)\), for which ground truth labelings were established several years ago by one of the authors. The images contain \( \sim 1100 \) craters down to 5 pixels in diameter.

All experiments were conducted in a cross-validation manner. Six of the seven images were used to generate a training set. Each learning algorithm derived a detector (the function \( g(.) \)) from the training set. Each detector was then applied to the seventh image to produce a labeling (set of circles of various sizes at various locations). The raw labeling was processed by the spatial clustering algorithm described earlier to remove duplicate detections. This process was repeated with each image taking a turn as the holdout (test image). The final labelings were automatically scored as detailed below.

6. Scoring

To quantitatively assess the performance of different algorithms, an automatic scoring procedure was developed to compare the labeling produced by an algorithm with the ground truth labeling. For each ground truth crater, the best matching detection above the detection threshold \( T \) with overlap greater than the overlap threshold \( O \) is identified. Any other detections that match but are not the best match are reported as false alarms. Detections that are not matched to any ground truth marker are also counted as false alarms. The criteria for matching a detection and a ground truth marker is the relative area of overlap described in Section 3.4. The overlap threshold for deciding that there is a match is set to require fairly accurate localization and sizing of the crater as shown in Figure 1.

7. Results

The overall results are presented as receiver operating characteristics (ROC), i.e., as curves showing the trade-off between probability of detection (y-axis) and number of false alarms (x-axis) as the detection threshold \( T \) is varied. These curves can be translated into recall-vs-precision by noting that:

\[
\text{precision} = \frac{N_+y}{N_+y + x}; \quad \text{recall} = y \quad (3)
\]

where \( N_+ \) is the number of positive examples in the test set (\( \sim 1100 \) here).

7.1. Algorithm Performance

The ROC performance for selected algorithms in our experiments is shown in Figure 2. The curves for the algorithms that are not shown (bagging, boosting, neural networks, and \( \nu \)-SVM) fall below the CSTM curve, but above the Hough transform curve; they have been omitted from the diagram for clarity. The curve labeled SVM-step4 corresponds to an initial SVM experiment in which we scanned the image pyramids by shifting the \((19 \times 19)\) window by four pixels at a time in order to reduce the computation time required. This spatial subsampling was only performed for
Figure 2: ROC performance for selected algorithms on the test set. The performance for the ensemble methods, neural networks, and \( \nu \)-SVM have been omitted for clarity; those curves fall below the CSTM curve but above the Hough transform curve.

the SVM detector; the other detectors shifted the window by one pixel at a time. After observing that the SVM approach, even with step 4, was slightly better than the other approaches, we went back and developed a more efficient implementation based on blocked-FFTs [8] that allows the exact SVM detector to be applied at every pixel. This curve is labeled SVM-step1 and does indeed significantly outperform SVM-step4. In a final experiment, we trained the SVM detector with normalized patches and also normalized the test patches, which produced further gains in performance as shown by the SVM-norm curve.

7.2. Human Performance

Since the current practice for crater cataloging is manual labeling [2, 18, 3], it is useful to understand human performance on our test set. One of the authors, who provided the original ground truth labeling several years ago, recently generated a second ground truth labeling of the same images. The consistency between the old and new labelings provides an estimate of the consistency with which humans can perform the crater labeling task. The human performance point (treating the old labeling as ground truth and scoring the new labeling against that) is at approximately \((x = 300, y = 0.75)\). More detailed comparisons between the two labelings show that the inconsistency is due to several factors: oversight, inconsistent handling of partial craters on the image boundaries, localization and sizing errors on the smaller craters, and genuine ambiguity in the image patches. The human performance point is shown on Figure 2 as a small, filled circle. The vertical line through this point allows comparison of the algorithms at the same false alarm rate as the human labeler.

7.3. Discussion

The SVM algorithm (using radial basis function kernels) was significantly better than the other algorithms, although the performance comes at a relatively large computational cost. The number of support vectors in each of the learned models was \(~5000\). As mentioned earlier, to even complete the initial experiments in a reasonable time, we found it necessary to slide the detection window by four pixels at a time. Using \( \nu \)-SVM [28], which allows the number of support vectors to be more explicitly controlled, we found models with several hundred support vectors in our experiments, but the performance was significantly degraded. The development of a blocked-FFT method to implement the SVM detector allowed the full experiments to be carried out in time comparable to the direct spatial scanning with skip of four. The sequential reduced set method that is reported in [24] is also a possibility for speeding up the runtime of SVM on image data.

The CSTM performance curve shown in the figure is based on a single template selected automatically from the training set. Somewhat surprisingly, the performance of this algorithm was better than virtually all of the learning approaches except for SVM. Most likely this reflects the fact that a majority of the craters in these images have a bowl-floored morphology and are therefore very consistent in their appearance (except for size) so handling the scaling issues provides significant pay-off. We also conducted additional experiments that are not reported here using up to six CSTM prototypes and combining the results. This provided a modest increase in performance (slightly above the SVM-step4 curve). Comparing the labelings produced by CSTM and SVM-norm shows very clearly the reason for the difference in performance. The CSTM detector has a significant number of false alarms on the periphery of the large craters as well as on the bright linear features (rilles) that appear in the images. The SVM, by also considering the negative examples, is able to learn to reject these common sources of false alarms and therefore attains better overall performance.

We also applied the Hough transform [16] algorithm to this dataset (using the implementation of [15]). Although the Hough transform does a reasonable job of detecting some of the medium and large-sized craters, the overall performance is quite bad (comparable to a three hidden unit neural network).

8. Conclusion

Automatic crater cataloging is difficult due to the variability in appearance of the craters and surrounding terrain. We applied a variety of state-of-the-art learning algorithms, which have worked well in other pattern recognition and vision problems, to a challenging set of Viking Orbiter images of the surface of Mars. The best results (detection of \(~60\% of
the true craters with 300 false positives) were achieved using the support vector machine methodology with normalized image patches for both training and testing. This approach was significantly better than the other methods tried, including a boundary-based (Hough transform) algorithm. Although the performance does not quite reach human levels, the results are very significant as they provide for a useful “intelligent assistant” that can speed the labeling process by automatically marking craters and allowing a human operator to edit/correct the results. Larger scale experiments with high resolution data from the MGS and Mars Odyssey missions are planned.
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Figure 3: Detections obtained with the SVM-norm method on mi00n0242. Thick circles show detections judged to be correct by the automatic scoring procedure, while squares show false alarms. Missed craters are shown with thin circles. In this image there are 301 craters in the ground truth (with diameter $\geq 5$ pixels). The SVM-norm detector successfully finds and localizes 197 of these with 72 false alarms. This level of performance, although beneath that of a human labeler, offers a useful intelligent assistant since a human can quickly edit/correct the results.