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Abstract—Data alignment that facilitates data locality so that the data access communication costs can be minimized, helps distributed memory parallel machines improve their throughput. Most data alignment methods are devised mainly to align the arrays referenced using linear subscripts or quadratic subscripts with few (one or two) loop index variables. In this paper, we propose two communication-free alignment techniques to align the arrays referenced using linear subscripts or quadratic subscripts with multiple loop index variables. The experimental results from our techniques on Vector Loop and TRFD of the Perfect Benchmarks reveal that our techniques can improve the execution times of the subroutines in these benchmarks.
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1 INTRODUCTION

Distributed memory multiprocessors systems have been increasingly used in scientific and engineering applications. The major shortcoming of this system is the difficulty in programming due to the lack of shared memory space [8]. The programmers or compilers in this computing architecture must be responsible for distributing the computations and data in a program over processors and managing communications among tasks. Carefully arranging the computations and data can assist the parallel system in improving throughput. This matter relates to determining which computations need to be distributed onto which processor and what data should be stored locally for the corresponding computations to access with little or no communication cost.

Over the past several years, many researchers have paid attention to maximizing parallelism and minimizing the communication cost for a given program executed on a parallel machine. Ramanujam and Sadayappan [3] considered the problem to communication-free partition data space along hyperplanes for distributed memory multiprocessors system. They presented a matrix-based formulation for this problem to determine the existence of communication-free partitions for data arrays. Feautrier [6] proposed an algorithm analogous to Gaussian elimination to determine a placement function for the problem of data and code distributions among the processors of a distributed memory supercomputer. Dion and Robert [10] introduced an access graph to model affine communications more adequately for the data and computation alignment problem when mapping affine loop nests onto distributed memory parallel computers. Lam et al. [14], [21] presented data access pattern analyzing approaches for a program with nested loops to enable the program to run on a parallel machine in a communication-free manner with some constraints. Shih et al. [22] examined the problem to communication-free partition statement-iteration and data spaces along hyperplanes for multisstatements in perfect and imperfect loops. They offered the necessary and sufficient conditions for communication-free hyperplane partitions. Lee [11] showed that data redistribution is necessary for executing a sequence of do loops if the communication cost for performing this do loops sequence is larger than a threshold value. Hwang and Lee [20] proposed an expression-rewriting framework to generate communication sets for arrays in loops with block-cyclic distribution. Chung et al. [13], Liao and Chung, [19], and Hsu et al. [23] presented efficient methods to perform block-cyclic array redistribution that allow a processor not to construct send/receive data sets for a redistribution.

To properly allocate computations and data in a program over multiple processors usually involves two phases called alignment and distribution. First, the alignment phase intelligently maps computations and data onto a set of virtual processors organized into a Cartesian grid of some dimension (or a template in HPF Fortran term) to provide data locality in a program. The distribution phase then folds the virtual processors in the physical processors according to feasible distribution strategies. Our concern in this paper is the alignment.

Being a mapping, the alignment theoretically functions as transformation that symbolizes a linear algebra model. Kandemir et al. [15], [16] presented a linear algebra framework to automatically determine the optimal data layouts expressed by hyperplanes for each array reference in a program. Boudet et al. [18] proposed a method to solve the alignment problem by considering how to align and distribute data arrays while, at the same time, considering
how to preserve parallelism for a given program. Bau et al. [7] proposed an alignment technique to align arrays referenced using linear subscripts with one loop index variable in a communication-free manner. Chu et al. [17] and Chang et al. [24] presented communication-free alignment methods to align the arrays referenced using linear subscripts with two and three loop index variables or quadratic subscripts with the \((aI^2 + bI + d)\) or \((aI^2 + bI + cI + d)\) patterns [5]. However, for the arrays referenced using linear subscripts or quadratic subscripts with multiple index variables (more than three loop index variables), these alignment methods cannot be applied. Generally, array alignment constraints are induced by the characteristics of the computations in which the arrays are referenced. These array alignment constraints can be expressed mathematically through a set of algebraic formulation, or can be modeled with a weighted graph problem.

In this paper, we propose two alignment techniques to properly map the loop iteration space that implies the computation instances, and the array elements which are respectively referenced using linear subscripts or quadratic subscripts with multiple loop index variables, onto the virtual processors so that no communication cost for data accesses is produced. Our alignment techniques, based on elementary linear algebra, reduce the computations and array elements mapping problem into the problem of determining a null space basis for a matrix. By simplifying solving the null space basis, the proposed techniques can readily determine the desired mapping functions.

The rest of this paper is organized as follows: In Section 2, the primary data alignment notion is introduced. In Section 3, the theoretical explanations and practical applications of our data alignment techniques are presented. In Section 4, the experimental results to show that our techniques can improve the execution time of the subroutines in Vector Loop and TRFD of the Perfect Benchmarks [4], [12] are offered. Finally, a brief conclusion is drawn in Section 5.

2 PRELIMINARY DATA ALIGNMENT NOTION

In terms of linear algebra, the entire alignment framework, in general, includes three main steps [7]. The first step is to determine the constraints on the computation and data mapping. This means that the data accesses in a program are inspected and formulated as a system of equations in which the unknowns can be utilized to determine the virtual processors for the computations and data to be mapped onto. Each equation in the system is indeed a constraint on the computation and data mapping. Any solution to the system determines a so-called communication-free alignment that enables the needed data elements for a processor to perform a computation to be mapped onto its local memory so that no communication cost owing to data accesses occurs and, thus, optimizes the data locality in a program. Various data access patterns, such as array subscript patterns, will result in unlike equation systems. Hence, the alignment framework needs to take data access patterns into account to achieve a communication-free alignment. Intuitively, mapping all of the computations and data in a program onto a single processor is the trivial communication-free alignment—this, however, implies no parallelism. The trivial solution quite possibly is the only communication-free alignment if the system of equations is constrained too far. Accordingly, the second step of the framework is to identify the constraints (or equations) that need to be intentionally left unsatisfied to retain parallelism in the computations. Allowing unsatisfied constraints will introduce communication costs. Thus, the constraints left unsatisfied should be those that result in as little communication as possible. Finally, the remaining constraints are solved to determine the computation and data mapping functions. In terms of linear algebra, solving the remaining constraints is identical to determining the null space basis for a matrix. Eventually, based on the alignment result, the programmer needs to provide codes ahead of the nested loops for replicating or broadcasting data onto the processors so that no further communication is needed within the nested loops.

3 THE PROPOSED ALIGNMENT TECHNIQUES

Linear expressions are the most common subscript patterns for referenced arrays. Petersen and Padua [9] indicated that there are 6,503 nonlinear cases in the analyzed Perfect Benchmarks, which were obtained in counting the number of feasible directions of the potential dependences. With our counting criteria for the number of quadratic cases for data alignment, which is the number of the nested loops containing arrays with quadratic subscripts, we surveyed and found that the quadratic cases approximately account for 60 percent of all the nested loops that contain nonlinear array references in TRFD of the Perfect Benchmarks after induction variable substitution and/or scalar expansion transformations. These results imply that the number of the arrays with quadratic subscript might attain to certain extent. However, the data alignment for the arrays referenced using quadratic subscripts was scarcely discussed before. In this section, our communication-free alignment techniques for aligning the arrays referenced using generalized linear or quadratic subscripts (i.e., linear or quadratic subscripts with multiple loop index variables) are discussed. To avoid falling into complications, the illustration for our techniques is restricted to formulating and solving the equation system. The discussion related to unsatisfied constraints is not considered here. The features and time complexity analysis of our techniques are presented as well.

3.1 Arrays Referenced Using Linear Subscripts

Assume that there exist \(s\) statements containing \(q\) arrays, each with one or more (say \(m\)) dimensions, referenced using linear subscripts enclosed with a general \(n\) nested do loop. To align data elements for multidimensional arrays, a general approach is to employ one dimension among others for each array as the alignment basis. We consider the data alignment for multidimensional arrays as the data alignment simply for the adopted dimension of the arrays in the following discussions. Suppose a reference function for the adopted dimension of an array \(A_e\), for \(1 \leq e \leq q\) in this common loop is \(R_{A_e} = a_{e,1}I_1 + a_{e,2}I_2 + \ldots + a_{e,n}I_n + a_{e,0}\), where \(I_1, I_2, \ldots, I_n\) are index variables of the general nested loop, and \(a_{e,1}, a_{e,2}, \ldots, a_{e,n}\) are integer coefficients and \(a_{e,0}\) is an integer constant. For an iteration vector \(i = (i_1, i_2, \ldots, i_n)^T\), \(i_n\) is an index value of \(I_n\) for \(1 \leq u \leq n\) and \(T\) is the transposition operation in the iteration space of this general \(n\) nested do loop, the alignment constraints require the processor performing iteration \(i\), which stands for a
DO I= 1, 100
DO J= 1, 100
  S1: B(I+J-1)=2*A(2I+3J+1)-1
  S2: D(I+J+5)=B(I+J-1)
ENDDO
ENDDO

Fig. 1. Arrays referenced using linear subscripts.

computation instance, to own \( A_i(R_{A_i}) \). With our techniques, if there exist two or more distinct references (either read or write) to an array, each of the distinct references will be selected as the alignment constraints respectively for this array without considering their data dependences. For instance, there are two statements containing three different one-dimensional arrays (i.e., \( q = 3 \) and \( m = 1 \)) in the example in Fig. 1. For an iteration vector \( i = [i_1^T] \), the alignment constraint demands that the processor performing iteration \( i \) must own \( A(R_{A_i}), B(R_{B_i}), \) and \( D(R_{D_i}) \).

Below, we first give the mathematical derivation of our alignment methods. Suppose that \( C \) is the computation mapping function to map the loop iteration space onto virtual processors and \( D_{A_i} \) is the data mapping function to map the array elements of \( A_i \) onto virtual processors. The alignment problem can be described as: Find \( C \) and \( D_{A_i} \) such that \( \forall i \in \text{iteration space of this loop}: \)

\[
C(i) = D_{A_i}(R_{A_i}). \tag{1}
\]

To map the computations and array elements in a communication-free manner, our alignment technique considers the array subscript patterns that are generalized linear subscripts here. Hence, \( C \) and \( D_{A_i} \) will be formulated using our technique in linear form as follows:

\[
R_{A_i} = R'_{A_i} + a_{e,0} \quad \text{with} \quad R'_{A_i} = [a_{e,1}a_{e,2} \ldots a_{e,n}] \tag{2}
\]

\[
C(i) = C'i + c_0, \tag{3}
\]

\[
D_{A_i}(R_{A_i}) = D'_{A_i}(R_{A_i}) + d_0 \quad \text{with} \quad D'_{A_i}(R_{A_i}) = [R'_{A_i} + a_{e,0}] + d_0. \tag{4}
\]

From (3) and (4), (1) can be converted into the following equation:

\[
C'i + c_0 = D'_{A_i}(R'_{A_i} + a_{e,0}) + d_0. \tag{5}
\]

Without loss of generality, (5) can be reduced to (6):

\[
[C' \ c_0] \begin{bmatrix} 1 \\ 1 \end{bmatrix} = [D'_{A_i} \ d_0] \begin{bmatrix} R'_{A_i} + a_{e,0} \\ 0 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix}. \tag{6}
\]

Let

\[
C = [C' \ c_0], \quad D_{A_i} = [D'_{A_i} \ d_0], \quad F_{A_i} = \begin{bmatrix} R'_{A_i} + a_{e,0} \\ 0 \end{bmatrix} \]

and \( \iota' = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \), (6) can be transformed into the following equation:

\[
C'i + c_0 = D_{A_i}F_{A_i}\iota'. \tag{7}
\]

As a result, to determine \( C \) and \( D_{A_i} \) is to solve the equation

\[
C = D_{A_i}F_{A_i} \quad \text{or} \quad C - D_{A_i}F_{A_i} = 0
\]

provided that \( \iota' \) can be cancelled. Such an equation can be rewritten, without loss of generality, in block matrix form [7] as follows:

\[
\begin{bmatrix} C & D_{A_i} \end{bmatrix} \begin{bmatrix} I \\ -F_{A_i} \end{bmatrix} = 0. \tag{8}
\]

Here, \( I \) is an identity matrix, and \( 0 \) (zero matrix), \( C, \ D_{A_i}, \) and \( F_{A_i} \) are square matrices with the same size as \( I \). By expressing (8) in the form of \( UV = 0 \) and determining a null space basis for \( V^T \), the alignment problem is thus reduced to the standard linear problem of determining a null space basis for a matrix.

Clearly, to construct \( C, D_{A_i}, \) and \( F_{A_i} \) as square matrices for the nested do loops with different numbers of loop index variables, (3) and (4) need to be adjusted. For example, suppose that there is only one index loop variable \( I_i \) for this do loop; that is, \( R_{A_i} = a_{e,0}I_i + a_{e,0} \) our alignment technique originally formulates (3) and (4) as follows:

\[
C(i) = c_{i1}I_1 + c_{i2I_2} + a_{e,0} \quad \text{and} \quad D_{A_i}(R_{A_i}) = d_1(a_{e,1}I_1 + a_{e,0}) + d_0.
\]

To construct \( C \) and \( D_{A_i} \) as square matrices, the above equations are adjusted as follows:

\[
C(i) = (c_{i1} + c_{i2})I_1 + (c_{i2} + c_{i2}) \quad \text{and} \quad D_{A_i}(R_{A_i}) = (d_1 + d_2)(a_{e,1}I_1 + a_{e,0}) + (d_1 + d_2).
\]

Using our technique, the above equations are reduced to the following equation:

\[
\begin{bmatrix} c_{i1} & c_{i2} \end{bmatrix} \begin{bmatrix} I_1 \\ 1 \end{bmatrix} = \begin{bmatrix} d_1 & d_2 \end{bmatrix} \begin{bmatrix} a_{e,1} & a_{e,0} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} I_1 \\ 1 \end{bmatrix}.
\]

This makes \( C \) and \( D_{A_i} \) \( 2 \times 2 \) square matrices. However, for a nested do loop with two index loop variables \( I_1 \) and \( I_2 \); that is, \( R_{A_i} = a_{e,0}I_1 + a_{e,2}I_2 + a_{e,0} \) our alignment technique originally formulates (3) and (4) as follows:

\[
C(i) = c_{i1}I_1 + c_{i2}I_2 + c_{i3}I_1 + c_{i2}I_2 + a_{e,0} \quad \text{and} \quad D_{A_i}(R_{A_i}) = d_1(a_{e,1}I_1 + a_{e,2}I_2 + a_{e,0}) + d_0.
\]

However, in addition to constructing \( C \) and \( D_{A_i} \) as square matrices, our alignment technique also considers enabling \( C \) and \( D_{A_i} \) to be easily determined by constructing \( F_{A_i} \) in a form that allows the Gaussian elimination for echelon reducibility to be carried out effortlessly to simplify the calculation for the aforementioned null space basis. The above equations are thus adjusted as follows:

\[
C(i) = (c_{i1} + c_{i2} + c_{i3})I_1 + (c_{i2} + c_{i2})I_2 + (c_{i3} + c_{i3})
\]

and

\[
D_{A_i}(R_{A_i}) = (d_1 + d_2 + d_3)(a_{e,1}I_1 + a_{e,2}I_2 + a_{e,0}) + (d_1 + d_2 + d_3)(I_1 + I_2).
\]

Using our technique, the above equations are reduced to the following equation:

\[
\begin{bmatrix} c_{i1} & c_{i2} & c_{i3} \\ c_{i2} & c_{i2} & c_{i3} \\ c_{i3} & c_{i3} & c_{i3} \end{bmatrix} \begin{bmatrix} I_1 \\ I_2 \\ I_3 \end{bmatrix} = \begin{bmatrix} d_1 & d_2 & d_3 \\ d_1 & d_2 & d_3 \\ d_2 & d_2 & d_2 \end{bmatrix} \begin{bmatrix} a_{e,1} & a_{e,2} & a_{e,0} \\ 0 & 1 & 1 \end{bmatrix} \begin{bmatrix} I_1 \\ I_2 \\ I_3 \end{bmatrix}.
\]
This makes \( C \) and \( D_A \) \( 3 \times 3 \) square matrices. Continuing with this notion, the alignment constraint for the iteration space of this \( n \) nested do loop can be formally expressed, using our technique, as:

\[
C'I = \begin{bmatrix}
c_{1,1} & c_{1,2} & \vdots & c_{1,n+1} \\
c_{2,1} & c_{2,2} & \vdots & c_{2,n+1} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n+1,1} & c_{n+1,2} & \vdots & c_{n+1,n+1}
\end{bmatrix} \begin{bmatrix}i_1 \\ i_2 \\ \vdots \\ i_n \end{bmatrix} + \begin{bmatrix}c_{1,0} \\ c_{2,0} \\ \vdots \\ c_{n+1,0}\end{bmatrix}
\]

The alignment constraint for an array \( A_e, 1 \leq e \leq q \) in the general loop can be represented as:

\[
D_A F_A I' = \begin{bmatrix}d_{1,1} \\ d_{2,1} \\ \vdots \\ d_{n+1,1}\end{bmatrix} + \begin{bmatrix}a_{e,1} i_1 + \ldots + a_{e,n} i_n + a_{e,0} \\ a_{e,1} i_1 + \ldots + a_{e,n} i_n + a_{e,0} \\ \vdots \\ a_{e,1} i_1 + \ldots + a_{e,n} i_n + a_{e,0}\end{bmatrix} + \begin{bmatrix}d_{1,2} \\ d_{2,2} \\ \vdots \\ d_{n+1,2}\end{bmatrix} + \begin{bmatrix}a_{e,1} i_1 + \ldots + a_{e,n} i_n + a_{e,0} \\ a_{e,1} i_1 + \ldots + a_{e,n} i_n + a_{e,0} \\ \vdots \\ a_{e,1} i_1 + \ldots + a_{e,n} i_n + a_{e,0}\end{bmatrix}
\]

Therefore, the alignment problem can be restated as: Find \( C \) and \( D_A \) such that \( \forall i \in \text{iteration space of this loop} \) \( C'I = D_A F_A I' \). Here, \( I' = [1 \ 1 \ \ldots \ 1] \), as mentioned. The above equation can be reduced to (8) to determine \( C \) and \( D_A \), as described. This requires the column vector \( I' \) on both sides of the equation to be cancelled to make \( (C - D_A F_A) \) equal to \( 0 \) for any \( I' \). To do this, we need the following lemma.

**Lemma 1.** Let \( Q_i \) be a \( q \times 1 \) matrix for \( 1 \leq i \leq n \), \( t \) a \( q \)-elements column vector, \( 0 \) a \( q \)-elements zero vector, and \( x_i \) a scalar variable for \( 1 \leq i \leq n \). Then,

\[
\forall x_i Q_1 \ldots Q_n t : \begin{bmatrix}x_1 \\ \vdots \\ x_n \end{bmatrix} = 0 \Leftrightarrow Q_i = 0 \text{ for } 1 \leq i \leq n \text{ and } t
\]

Proof.

\[
\forall x_i Q_1 \ldots Q_n t : \begin{bmatrix}x_1 \\ \vdots \\ x_n \end{bmatrix} = 0 \Leftrightarrow \forall x_i \begin{bmatrix}q_{1,1} & q_{2,1} & \ldots & q_{n,1} \end{bmatrix} t_1 \\
q_{1,2} & q_{2,2} & \ldots & q_{n,2} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1,q} & q_{2,q} & \ldots & q_{n,q} \end{bmatrix} t_q : \begin{bmatrix}x_1 \\ \vdots \\ x_n \end{bmatrix} = 0
\]

\[
\Leftrightarrow \forall x_i x_1 Q_1 + x_2 Q_2 + \ldots + x_n Q_n + t = 0.
\]

We now show that

\[
\forall x_i x_1 Q_1 + x_2 Q_2 + \ldots + x_n Q_n + t = 0 \Leftrightarrow Q_1 = Q_2 = \ldots = Q_n = t = 0.
\]

\[
\Rightarrow \text{ Assume that there exists some } Q_i's \neq 0 \text{ (e.g., } Q_p, Q_r \text{, and } Q_s \neq 0 \text{ and } t \neq 0 \text{ and some } x_i's \neq 0 \text{ (e.g., } x_p, x_r, \text{ and } x_s \neq 0 \text{) such that}
\]

\[
(x_p + 1) Q_p + x_r Q_r + x_s Q_s + t = 0.
\]

That is, \( (x_p Q_p + x_r Q_r + x_s Q_s + t) + Q_p = 0 \). This implies \( Q_p = 0 \), which contradicts the assumption. Similarly, we have \( Q_r = Q_s = 0 \). This makes \( t = 0 \). Therefore, \( Q_1 = Q_2 = \ldots = Q_n = t = 0 \).

\[
\Leftarrow \text{ The (if part) is trivial.}
\]

From Lemma 1, (7) can indeed be rewritten as:

\[
C = D_A F_A.
\]

For \( 1 \leq e \leq q \), the equation system of (9) can be converted into the following matrix equation (10):

\[
[C \ D_A \ldots D_A] \begin{bmatrix}I \\ I \\ \vdots \\ I \\ -F_{A_1} \\ \vdots \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix}0 \\ \vdots \\ 0 \end{bmatrix}.
\]
Here, $I$ is an $(n+1) \times (n+1)$ identity matrix, $0$ is an $(n+1) \times (n+1)$ zero matrix, and $[0 \ldots 0]$ is an $(n+1) \times ((n+1) \times q)$ zero matrix.

To solve the matrix equation $[U]_{x \times V}[V]_{x \times n} = [0]_{y \times n}$ in which $[U]_{x \times y}$ is unknown and $[V]_{x \times n}$ is known, we can first transform $V$ into a ’rank-revealing’ form by performing the required rank preserving operations—elementary row and column operations. The notion behind this is to get a matrix into a form in which its rank can be determined by inspection [1], [7]. One way to achieve this is to perform integer preserving Gaussian elimination [1], [2], whereby matrix rows or columns are systematically manipulated by elementary row or column operations to yield a matrix in echelon form, to enable us to obtain the following factorization (suppose that $V \in \mathbb{Z}^{m \times n}$ and rank($V$) = $r$):

$$[H]_{m \times n}[V]_{m \times n}[P]_{n \times n} = \begin{bmatrix} R_{1,1} & R_{1,2} \\ 0 & 0 \end{bmatrix}$$

Here, $H$ is an $m \times m$ invertible matrix representing the row operations, $P$ is an $n \times n$ unimodular matrix representing the column operations, and $R_{1,1}$ is an $r \times r$ upper triangular invertible matrix. It is a property of this factorization that the transposition of the last $m-r$ rows of $H$ spans the null space of $V^T$. Thus, we can then obtain the solution for $[U]_{x \times y}$ as follows: $U = H(r + 1 : m, 1 : m)$. This means that only $H$, the composition of row operations, needs to be determined during the elimination.

We now go back to the example in Fig. 1 to illustrate our points. In this case, there are two references to the same array $B$. The reference to array $B$ in $S_1$ updates the values of array $B$ elements. The reference to array $B$ in $S_2$ reads the values of array $B$ elements. Because both references to array $B$ use the same data access function, one of these references is selected as the alignment constraint for array $B$. Thus, the alignment constraint for the iteration space of this nested loop can be formally expressed as:

$$C_i = \begin{bmatrix} c_{i,1} & c_{i,2} & c_{i,3} \\ c_{i,1} & c_{i,2} & c_{i,3} \\ c_{i,1} & c_{i,2} & c_{i,3} \end{bmatrix}$$

The alignment constraints for the three arrays $A$, $B$, and $D$, can also be, respectively, represented as:

$$DAF_{ij} = \begin{bmatrix} x_{1,1} & x_{1,2} & x_{1,3} \\ x_{2,1} & x_{2,2} & x_{2,3} \\ x_{3,1} & x_{3,2} & x_{3,3} \end{bmatrix} \begin{bmatrix} 2 & 3 & 1 \\ 0 & 0 & 1 \\ 1 & 1 & 1 \end{bmatrix}$$

$$DBF_{ij} = \begin{bmatrix} y_{1,1} & y_{1,2} & y_{1,3} \\ y_{2,1} & y_{2,2} & y_{2,3} \\ y_{3,1} & y_{3,2} & y_{3,3} \end{bmatrix} \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}$$

$$DDF_{ij} = \begin{bmatrix} z_{1,1} & z_{1,2} & z_{1,3} \\ z_{2,1} & z_{2,2} & z_{2,3} \\ z_{3,1} & z_{3,2} & z_{3,3} \end{bmatrix} \begin{bmatrix} 1 & 1 & 5 \\ 0 & 0 & 1 \\ 1 & 1 & 1 \end{bmatrix}$$

Therefore, the alignment problem can be described as follows: Find $C_i$, $DAF_i$, $DBF_i$, and $DDF_i$ such that $V(i, j) \in$ iteration space of this loop:

$$\begin{bmatrix} C & DAF_i & DBF_i & DDF_i \end{bmatrix} = \begin{bmatrix} I & I & I \\ 0 & 0 & 0 \\ -F_A & 0 & 0 \\ -F_B & 0 & 0 \\ 0 & 0 & -F_D \end{bmatrix}$$

The system of equations (11) can be converted into the following matrix equation:

$$[C \ D_A \ D_B \ D_D]\begin{bmatrix} I \\ -F_A \\ 0 \\ -F_B \\ 0 \end{bmatrix} = [0 \ 0 \ 0 \ 0 \ 0].$$

Here, $I$ is a $3 \times 3$ identity matrix and $0$ is a $3 \times 3$ zero matrix. According to the method described above, a solution matrix of (12) is:

$$[C \ D_A \ D_B \ D_D] = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 2 & 0 & 1 & -4 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & -1 & -2 & 1 & -1 & 4 & 1 \end{bmatrix}$$

This gives us:

$$C = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} D_A = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} D_B = \begin{bmatrix} 1 & 2 & 0 \\ 0 & 1 & 0 \\ -1 & -2 & 1 \end{bmatrix}$$

Therefore, we can obtain the computation and data mapping as follows:

$$C_{i} \begin{bmatrix} i \\ i + j + 1 \\ i \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}$$

$$D_{A}F_{ij} = \begin{bmatrix} i + j + 1 \\ 1 \\ 0 \end{bmatrix} D_{B}F_{ij} = \begin{bmatrix} i + j + 1 \\ 1 \\ 0 \end{bmatrix}$$

$$D_{D}F_{ij} = \begin{bmatrix} i + j + 1 \\ 1 \\ 0 \end{bmatrix}$$

Hence, using our alignment, iteration $(i, j)$ is mapped onto virtual processor $i + j + 1$ and the corresponding array elements of $A$, $B$, and $D$ are mapped onto the same virtual processor. In Fortran, the Align statement can be applied to map the arrays onto the virtual processors. The array elements mapped onto the same virtual processor are automatically aligned with one another. We employ Align statements in this case to describe the alignment relation for the array elements of $A$, $B$, and $D$. They are represented as follows:

Align $A(2I + 3J + 1)$ with $T(I + J + 1)$.
Align $B(I + J - 1)_{\text{WRITE}}$ with $T(I + J + 1)$.
Align $B(I + J - 1)_{\text{READ}}$ with $T(I + J + 1)$.
Align $D(I + J + 5)$ with $T(I + J + 1)$.

Here, the virtual processors are supposed to be organized as a one-dimensional template $T$, $B(I + J - 1)_{\text{WRITE}}$ represents the reference to array $B$ in $S_1$ and $B(I + J - 1)_{\text{READ}}$ represents the reference to array $B$ in $S_2$.

There exist loop-carried output-dependences for array $B$ in $S_1$. From $S_1$ to $S_2$, there exist loop-carried true-dependences
for array $B$. In $S_2$, there exist loop-carried output-dependsences for array $D$. The alignment function for the one-dimensional template $T$ and the reference functions for the written arrays, $B$ and $D$, are in common form. Therefore, the iterations updating the same elements of array $B$ or array $D$ are mapped onto the same template element (see the proof for Theorem 1 in the Appendix). That is, the loop-carried output-dependsences in this nested loop can be removed. Likewise, because those iterations respectively updating and reading the same elements of array $B$ are mapped onto the same template element, the loop-carried true-dependsences for array $B$ from $S_1$ to $S_2$ can also be removed. The array $A$ in $S_1$ is a read-only variable. Though the mapping of array $A$ is not one-to-one, replicating multiple copies of the data elements of array $A$ onto different processors will not alter the correctness of execution. Owing to that the required data elements (the written and read data elements of array $B$, the written data element of array $D$, and the read data element of array $A$) for a computation are mapped onto the same template element, this nested loop can be executed in parallel without inter-processor communication.

### 3.2 Arrays Referenced Using Quadratic Subscripts

Assume that there exist $s$ statements containing $q$ arrays of $m$-dimensions referenced using quadratic subscripts enclosed with a general $n$ nested do loop. Suppose that a reference function for the adopted dimension of an array $A_e$ for $1 \leq e \leq q$ in this general loop is

$$R_{A_e} = a_{e,1}I_1^2 + a_{e,2}I_2^2 + \ldots + a_{e,n}I_n^2 + b_{e,1}I_1 + b_{e,2}I_2 + \ldots + b_{e,n}I_n + f_e,$$

where $I_1, I_2, \ldots, I_n$ are index variables of the general loop and $a_{e,1}, a_{e,2}, \ldots, a_{e,n}, b_{e,1}, b_{e,2}, \ldots, b_{e,n}$ are coefficients, which, in general, are integers or fractions in the quadratic case, and $f_e$ is an integer constant.

For instance, two different one-dimensional arrays (i.e., $q = 2$ and $m = 1$), referenced using quadratic subscripts, are enclosed with a depth-two nested loop in the example in Fig. 2. For an iteration vector $i = [i_1, i_2]^T$, the alignment constraints require the processor performing iteration $i$ to own $A(R_A)$ and $B(R_B)$.

The primary notion of our technique to align arrays referenced using quadratic subscripts is the same as the previous linear technique, except that $C$ and $D_A$ are formulated in quadratic patterns. However, in dealing with the quadratic cases, more subtle but nontrivial adjustments on (3) and (4) are needed to construct $C$, $D_A$, and $F_A$ as square matrices for the nested do loop with different numbers of loop index variables. Similar to the linear case, the alignment problem can be described as: Find $C$ and $D_A$ such that $\forall i \in$ iteration space of this loop: $CY = D_AF_AY$. In this case, $i = [i_1, i_2, \ldots, i_n]^T$ and $i' = [i_1^2, i_2^2, \ldots, i_n^2, i_1, i_2, \ldots, i_n]^T$. The alignment constraint for the iteration space of this general loop can be formally expressed, using our alignment technique, as:

$$CY = \begin{bmatrix} c_{1,1} & c_{2,1} & \ldots & c_{n,1} \\ c_{1,2} & c_{2,2} & \ldots & c_{n,2} \\ \vdots & \vdots & \ddots & \vdots \\ c_{1,n} & c_{2,n} & \ldots & c_{n,n} \end{bmatrix} \begin{bmatrix} i_1^2 + \ldots + i_n^2 \\ i_1^2 + \ldots + i_n^2 \\ \vdots \\ i_1^2 + \ldots + i_n^2 \end{bmatrix} + \begin{bmatrix} c_{1,n+1} \\ c_{2,n+1} \\ \vdots \\ c_{n,n+1} \end{bmatrix} i_1 + \ldots + \begin{bmatrix} c_{1,2n+1} \\ c_{2,2n+1} \\ \vdots \\ c_{n,2n+1} \end{bmatrix} i_n$$

The alignment constraint for an array $A_e, 1 \leq e \leq q$, in the general loop can be represented as:

$$D_A F_A Y = \begin{bmatrix} d_{1,1} \\ d_{2,1} \\ \vdots \\ d_{2n+1,1} \end{bmatrix} [a_{e,1}i_1^2 + \ldots + a_{e,n}i_n^2 + b_{e,1}i_1 + \ldots + b_{e,n}i_n + f_e] + \begin{bmatrix} d_{1,2} \\ d_{2,2} \\ \vdots \\ d_{2n+1,2} \end{bmatrix} [i_1^2 + \ldots + i_n^2 + i_1 + \ldots + i_n + 1] + \ldots + \begin{bmatrix} d_{1,2n+1} \\ d_{2,2n+1} \\ \vdots \\ d_{2n+1,2n+1} \end{bmatrix} [i_1^2 + \ldots + i_n^2 + i_1 + \ldots + i_n + 1] = \begin{bmatrix} d_{1,1} \ldots d_{1,2n+1} \\ d_{2,1} \ldots d_{2,2n+1} \\ \vdots \\ d_{2n+1,1} \ldots d_{2n+1,2n+1} \end{bmatrix} \begin{bmatrix} a_{e,1} \ldots a_{e,n} \\ b_{e,1} \ldots b_{e,n} \\ f_e \end{bmatrix} \begin{bmatrix} i_1^2 \\ i_1^2 \\ \vdots \\ i_1^2 \end{bmatrix} + \begin{bmatrix} 0 \ldots 0 1 \\ 1 \ldots 1 1 \\ \vdots \\ 1 \ldots 1 1 \end{bmatrix} \begin{bmatrix} i_1 \i_1^2 \\ i_1 \i_1^2 \\ \vdots \\ i_1 \i_1^2 \end{bmatrix} + \begin{bmatrix} 1 \ldots 1 1 \\ \vdots \\ 1 \ldots 1 1 \end{bmatrix} \begin{bmatrix} i_1 \i_1^2 \\ i_1 \i_1^2 \\ \vdots \\ i_1 \i_1^2 \end{bmatrix}$$

Similar to the discussion in the previous section, the column vector $Y$ on both sides of equation, $CY = D_AF_AY$, is required to be cancelled for any $Y$. To do this, we need the following lemma.

**Lemma 2.** Let $Q_i$ be a $q \times 1$ matrix for $1 \leq i \leq 2n$, $t$ a $q$-elements column vector, $0$ a $q$-elements zero vector, and $x_i$ a scalar variable for $1 \leq i \leq 2n$. Then,
\[
\forall x_i \ [Q_1 \ldots Q_n Q_{n+1} \ldots Q_{2n}] \begin{bmatrix} x_1^2 \\ \vdots \\ x_n^2 \\ 1 \end{bmatrix} = 0 \iff Q_i = 0
\]

for \(1 \leq i \leq 2n\), and \(t = 0\).

Proof.

\[
\begin{bmatrix} x_1^2 \\ \vdots \\ x_n^2 \\ 1 \end{bmatrix} = 0 \iff
\begin{bmatrix} q_{1,1} & \ldots & q_{1,n} & q_{1,n+1} & \ldots & q_{1,2n,1} & t_1 \\ q_{2,1} & \ldots & q_{2,n} & q_{2,n+1} & q_{2,n+2} & \ldots & q_{2,2n,2} & t_2 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ q_{n,1} & \ldots & q_{n,q} & q_{n,q+1} & \ldots & q_{n,2n,q} & t_q & x_n \end{bmatrix} = 0 \iff
\begin{bmatrix} x_1^2 q_{1,1} + \ldots + x_n^2 q_{n,1} + x_1 q_{1,n+1} + \ldots + x_n q_{2n,1} + t_1 \\ x_1^2 q_{1,2} + \ldots + x_n^2 q_{n,2} + x_1 q_{1,n+2} + \ldots + x_n q_{2n,2} + t_2 \\ \vdots \\ x_1^2 q_{1,q} + \ldots + x_n^2 q_{n,q} + x_1 q_{1,n+q} + \ldots + x_n q_{2n,q} + t_q \end{bmatrix} = 0 \iff
\forall x_i \ x_i^2 \cdot Q_i + \ldots + x_i^2 \cdot Q_{n+1} + \ldots + x_i \cdot Q_{n+1} + \ldots + x_i \cdot Q_{2n} + t = 0.
\]

We now show that

\[
\forall x_i \ x_i^2 \cdot Q_i + \ldots + x_i^2 \cdot Q_{n+1} + \ldots + x_i \cdot Q_{n+1} + \ldots + x_i \cdot Q_{2n} + t = 0 \iff Q_1 = \ldots = Q_n = Q_{n+1} = \ldots = Q_{2n} = t = 0.
\]

\(\Rightarrow\) Assume that there exists some \(Q_s \neq 0\) (e.g., \(Q_p\), \(Q_r\), \(Q_u\), and \(Q_t \neq 0\)) and \(t \neq 0\) and some \(x_s \neq 0\) (e.g., \(x_p, x_r, x_s\), and \(x_t \neq 0\)) such that \(x^2 p Q_p + x^2 q Q_r + x_1 Q_1 + t = 0\).

Since all \(x_i\)'s can be any value, we have \((x^2 p Q_p + x^2 q Q_r + x_1 Q_1 + t) = 0\). That is,

\[
(x^2 p Q_p + x^2 q Q_r + x_1 Q_1 + t) + (2x^2 p Q_p) = 0.
\]

This implies \(x^2 p = 0\), which contradicts the assumption.

Similarly, we have \(Q_r = 0\). This gives us \(x_2 Q_2 + x_1 Q_1 + t = 0\). From Lemma 1, we can obtain \(Q_r = Q_r = 0\).

Therefore, \(Q_1 = \ldots = Q_n = Q_{n+1} = \ldots = Q_{2n} = t = 0\).

\(\Leftarrow\) The (if part) is trivial. \(\Box\)

Again, similar to the linear equation, the equation system in this case can eventually be converted into the following matrix equation:

\[
[C \ D_A \ldots D_A] \begin{bmatrix} I \ldots I \\ -F_A \ldots 0 \\ \vdots \\ 0 \ldots -F_A \end{bmatrix} = [0 \ldots 0].
\]

Here, I is a \((2n+1) \times (2n+1)\) identity matrix, \(0\) is a \((2n+1) \times (2n+1)\) zero matrix, and \([0 \ldots 0]\) is a \((2n+1) \times ((2n+1) \times q)\) zero matrix. Note that, in solving the above matrix equation, each row with fraction elements in each \(F_A\) can be first multiplied by a factor to make it have only integer elements.

In the example in Fig. 2, the alignment constraint for the iteration space of this loop can be formally expressed as:

\[
C' \begin{bmatrix} x_{1,1} & x_{1,2} & x_{1,3} & x_{1,4} & x_{1,5} \\ x_{2,1} & x_{2,2} & x_{2,3} & x_{2,4} & x_{2,5} \\ x_{3,1} & x_{3,2} & x_{3,3} & x_{3,4} & x_{3,5} \\ x_{4,1} & x_{4,2} & x_{4,3} & x_{4,4} & x_{4,5} \\ x_{5,1} & x_{5,2} & x_{5,3} & x_{5,4} & x_{5,5} \end{bmatrix} = [i_1^2 \\ i_2^2 \\ i_1 \\ i_2 \\ 1].
\]

The alignment constraints for arrays \(A\) and \(B\) can be, respectively, represented as:

\[
D_A F_A' = \begin{bmatrix} y_{1,1} & y_{1,2} & y_{1,3} & y_{1,4} & y_{1,5} \\ y_{2,1} & y_{2,2} & y_{2,3} & y_{2,4} & y_{2,5} \\ y_{3,1} & y_{3,2} & y_{3,3} & y_{3,4} & y_{3,5} \\ y_{4,1} & y_{4,2} & y_{4,3} & y_{4,4} & y_{4,5} \\ y_{5,1} & y_{5,2} & y_{5,3} & y_{5,4} & y_{5,5} \end{bmatrix} = [i_1^2 \\ i_2^2 \\ i_1 \\ i_2 \\ 1].
\]

and

\[
D_B F_B' = \begin{bmatrix} 0 & 1/2 & 1 & -1/2 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & i_1 \\ 1 & 1 & 1 & 1 & i_2 \\ 1 & 1 & 1 & 1 & 1 \end{bmatrix}.
\]

The alignment problem can be expressed as follows: Find \(C, D_A,\) and \(D_B\) such that \(\forall (i_1, i_2) \in \text{iteration space of this loop:}\)

\[
C = D_A F_A, \quad C = D_B F_B.
\]

The equations system of (13) can be converted into the following matrix equation:

\[
[C \ D_A \ B_B] \begin{bmatrix} I \ I \\ -F_A \ 0 \\ 0 \ -F_B \end{bmatrix} = [0 \ 0].
\]
Here, I is a $5 \times 5$ identity matrix and 0 is a $5 \times 5$ zero matrix.

According to the method stated in Section 3.1, a solution matrix of (14) is:

$$
[C \quad D_A \quad D_B] = 
\begin{bmatrix}
1&1&1&1&0
0&1&0&0&0
0&1&0&0&0
1&1&1&1&0
1&1&1&1&0
\end{bmatrix},
\begin{bmatrix}
0&0&1&0&0
0&0&1&0&0
0&0&0&0&1
0&1&2&-1&0
0&1&2&-1&0
\end{bmatrix},
\begin{bmatrix}
0&0&0&1
0&0&0&1
0&0&1&0
0&1&0&0
2&0&0&0
0&0&0&1
0&0&1&0
0&0&0&1
0&0&0&1
0&0&0&1
\end{bmatrix}
$$

This gives us

$$
C = \begin{bmatrix}
1&1&1&1
1&1&1&1
1&1&1&1
0&0&0&1
0&1&2&-1
0&0&0&1
0&0&0&1
0&0&1&0
0&1&0&0
2&0&0&0
\end{bmatrix}, \quad D_A = \begin{bmatrix}
0&0&1&0
0&0&1&0
0&0&0&1
0&1&0&0
-2&-1&1&0
\end{bmatrix}, \quad D_B = \begin{bmatrix}
0&0&0&1
0&0&0&1
0&0&1&0
0&1&0&0
2&0&0&0
\end{bmatrix}
$$

We can obtain the mappings of computations and data as follows:

$$
C'Y = \begin{bmatrix}
1&1&1&1&1
1&1&1&1
1&1&1&1
0&0&0&1
0&1&2&-1
\end{bmatrix} \begin{bmatrix}
\bar{t}_1
\bar{t}_2
\bar{t}_3
\bar{t}_4
\end{bmatrix} = \begin{bmatrix}
\bar{t}_1^2 + \bar{t}_2^2 + \bar{t}_3 + \bar{t}_4 + 1
\bar{t}_2 + \bar{t}_3 + \bar{t}_4 + 1
\bar{t}_3 + \bar{t}_4 + 1
\bar{t}_4
\end{bmatrix}
$$

$$
D_A F_A Y' = \begin{bmatrix}
0&0&0&1
0&0&1&0
0&0&0&1
0&0&0&1
0&0&0&1
\end{bmatrix} \begin{bmatrix}
0&1/2
0&-1/2
0&0
0&0
\end{bmatrix} = \begin{bmatrix}
0&1/2
0&-1/2
0&0
0&0
\end{bmatrix}
$$

$$
D_B F_B Y' = \begin{bmatrix}
0&0&1&0
0&0&1&0
0&0&1&0
0&0&1&0
2&0&0&0
\end{bmatrix} \begin{bmatrix}
0&1/2
0&-1/2
0&0
0&0
\end{bmatrix} = \begin{bmatrix}
0&1/2
0&-1/2
0&0
0&0
\end{bmatrix}
$$

Hence, using our alignment, iteration $(i_1, i_2)$ is mapped onto virtual processor $(\bar{t}_1^2 + \bar{t}_2^2 + i_1 + i_2 + 1)$ and the corresponding $A$ and $B$ array elements are mapped onto the same virtual processor. The Align statements adopted to describe the alignment relation for the array elements of both $A$ and $B$ are represented as follows:

Align $A(1/2 \bar{t}_1^2 + 1/2 I_1 + I_2)$ with $T(\bar{t}_1^2 + \bar{t}_2^2 + I_1 + I_2 + 1)$ and Align $B(1/2 \bar{t}_2^2 + I_1 - 1/2 I_2)$ with $T(\bar{t}_1^2 + \bar{t}_2^2 + I_1 + I_2 + 1)$.

Here, the virtual processors are supposed to be organized as a one-dimensional template $T$. Because no loop-carried output-dependences exist for array $A$ and the required data elements (the written data element of array $A$ and the corresponding read data element of array $B$) for a computation are mapped onto the same template element, this nested loop can be executed in parallel without interprocessor communication.

### 3.3 Features of the Proposed Techniques

In principle, our techniques have the following features:

**Theorem 1.** If the alignment function of the template and the reference functions of the written arrays are in common form, i.e., multiple of the nonconstant items of the former is equal to multiple of the nonconstant items of the latter, then there are no distributed data updates for writing these arrays.

**Proof.** Please refer to the Appendix. □

It is clear that our proposed techniques are not one-to-one mappings but many-to-one mappings, because dependent iterations with the properties described in Theorem 1 will be mapped onto the same template element. For instance, in Fig. 1, dependent iterations $[2 \ 3], [3 \ 2], [1 \ 4],$ and $[4 \ 1]$ will be mapped onto the same template array element $T(6)$. Thus, the size of the template array could have a smaller order than the iteration space. On the other hand the mappings of the read-only arrays will not affect the correctness of execution, it is generally helpful to replicate multiple copies of a read-only data element onto the processors requiring that data element for computation, so that no further interprocessor communication is needed within the nested loops.

As mentioned, our proposed alignment techniques do not consider the data dependences. In this way, there are two principal advantages. First, the difficulty of alignment can be decreased, enabling our techniques to be applicable more broadly than other methods. Second, the original data dependences (if existed) are likely eliminated or reduced by the resulted alignment function because the dependent iterations and their needed data could be mapped onto the same template element. This fact might benefit the exploitation of parallelism in distribution phase.

### 3.4 Time Complexity

The proposed alignment techniques reduce the problem of mapping the computations and data in a program to the standard linear algebra problem of determining a null space basis for a matrix. This includes three main phases. The first phase involves determining, according to the alignment constraints, the value for each element in the matrix $V$. The second phase involves applying Gaussian elimination to
determine a basis for $U^T$, the null space of $V^T$. The third phase involves extracting the solution matrices $U$.

Suppose that $V$ is an $m \times n$ matrix and its rank is $r$, where $r$ is at most the minimal value of $m$ and $n$. The worst-case time complexity to determine the values for all of the elements of $V$ is $\left( \min\{m, n\} \right)^2$. Determining a null space basis for $V^T$ using Gaussian elimination needs $\left( \min\{m, n\} + r^2 \right)$ arithmetic operations. The worst-case time complexity to determine a basis for $U^T$ is accordingly $\left( \min\{m, n\} \right)^2$. Due to $U = H(r + 1, m, 1, m)$, the worst-case time complexity to extract the solution matrices $U$ from $H$ is clearly $\left( m^2 - r \times m \right)$. Hence, the worst-case time complexity for the presented techniques is $\left( m^2 + r \times m + n^2 + r^2 - r \times m \right)$, which is similar to that for the method proposed by Bau et al. in [7].

Generally, a single nested loop is the main program section to be parallelized, the data alignment, which reduces the interprocessor communication to avoid underutilizing the benefits of parallelism, is often discussed on a single nested loop basis [3], [6], [10]. In the next section, a code segment with a single nested loop extracted from a benchmark is executed with our alignment method. On the other hand, to reduce the communication for a program with multiple parallelizable nested loops, a data alignment focusing on the whole program may be needed. However, the alignment entirely based on the whole program is extremely complicated because many factors, e.g., data dependences across the nested loops, the iteration spaces for different nested loops and the data access patterns for each nested loop, etc., need to be considered. Alternatively, an intuitive way for aligning data arrays over multiple nested loops is to align the data arrays with the proposed techniques for each individual single nested loop. It is possible that large amounts of communication will occur in this way because the data arrays might need to be remapped onto the template elements and redistributed over the processors across the nested loops. Nevertheless, whether the time to run the program in the above way is beneficial might depend on the characteristics of the program. For example, if the program computation is enormous, the communication cost might become relatively less significant for the program execution. The executed program perhaps can obtain effective speedup. In the following section, a code segment with multiple parallelizable nested loops extracted from a benchmark is executed in the above way. The experimental result shows that the tested code segment can obtain effective speedup when its computation is vast.

### 4 Experimental Results

We have experimented with the proposed alignment techniques on some codes extracted, respectively, from TRFD of the Perfect Benchmarks and Vector Loop [4], [12] in our PC-cluster environment. Our PC-cluster includes a master, a PC with one P4 (Pentium 4) 1.8 GHz CPU and 256 MB main memory, and 10 slaves, each a PC with one P4 1.5GHz CPU and 128 MB main memory. The operation environment was the RedHat Linux 7.1 with the installed parallel software package-MPI-1.2.2.2. We hand-coded these extracted code segments in MPI (Message Passing Interface) with C language and executed them sequentially and in parallel in our MPI environment, respectively.

The code segment extracted from TRFD of the Perfect Benchmarks contains arrays referenced using quadratic subscripts, as shown in Table 1. This real code segment has no data dependence such that it can intrinsically be executed in parallel. Our proposed method can align the arrays of this code segment in a communication-free manner that does not cause interprocessor communication. The corresponding sequential and parallel run times for this code segment are shown in Fig. 3. Fig. 3 shows that the difference between sequential and parallel run time is insignificant. This is because that this tested code segment is not computation-intensive (only one statement with simple operation) that the cost for initially distributing the aligned data and finally receiving the computed results appears more significant. Generally, a computation-intensive nested loop that can be aligned in a communication-free manner should well benefit from parallelism.

On the other hand, Vector Loop consists of a main program, drivers, and a collection of subroutines that contain one or more nested loops of which the outer loop is used to increase the granularity of the calculation. By and large, this benchmark can be considered as consisting of a

---

**TABLE 1**

<table>
<thead>
<tr>
<th>The Extracted Code Segment and the Data Alignments with Our Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DO</strong> 90 <strong>MI</strong>= 1,MORB</td>
</tr>
<tr>
<td><strong>DO</strong> 80 <strong>MI</strong>= 1,M1</td>
</tr>
<tr>
<td>80 XRSJI(3/2 MI^2 - 1/2 MI + M1) = XIJ(M1)</td>
</tr>
<tr>
<td>90 CONTINUE</td>
</tr>
<tr>
<td>Align XRSJI(3/2 MI^2 - 1/2 MI + M1)</td>
</tr>
<tr>
<td>with T(MI^2 + M + M1 + M1)</td>
</tr>
<tr>
<td>Align XIJ(M1)</td>
</tr>
<tr>
<td>with T(MI^2 + M + M1 + M1)</td>
</tr>
</tbody>
</table>

(For simplicity, the induction variable MRSU in the source code is substituted with $1/2 MI^2 - 1/2 MI + M1$.)
sequence of nested loops. In this experiment, we extracted a code segment from this benchmark that included three parallelizable nested loops, as shown in the Table 2.

In the parallel mode, the iterations and their needed data for each individual nested loop were remapped using our techniques onto the corresponding template elements and redistributed over the processors. The corresponding overall sequential and parallel run times for this code segment are shown in Fig. 4. It was not difficult to find that the code segment executed in parallel with each single nested loop aligned individually could obtain effective speedup when the code segment computation is vast. Therefore, when the program computation is enormous, the cost for remapping and redistributing become less significant for program execution.

5 CONCLUSIONS

Linear expressions are the most common subscript patterns for the referenced arrays and most data alignment methods were devised mainly to align the arrays referenced using linear subscripts with few loop index variables. According to Petersen and Padua’s results [9] and our survey, the number of the arrays with quadratic subscript might attain to certain extent. However, the data alignments for the arrays referenced using quadratic subscripts were scarcely discussed before. In this paper, we offer two alignment techniques to properly map, in a communication-free manner, computations and arrays referenced using generalized linear subscripts or generalized quadratic subscripts onto the virtual processors. Our alignment techniques, based on elementary linear algebra, reduce the alignment problem to the problem of determining a null space basis for a matrix. By simplifying solving the null space basis, the proposed techniques can easily determine the desired mapping functions. Obviously, many different mapping functions can be obtained by different linear combinations of the null space basis. Additionally, because dependent iterations with the properties described in Theorem 1 will be mapped onto the same template element, the proposed techniques are not one-to-one mappings.

Nevertheless, to align arrays referenced using exponential subscripts with multiple loop index variables (e.g., subscripts with the pattern of \(b_1 a_1^{I_1} + \ldots + b_n a_n^{I_n} + c_1 I_1 + \ldots + c_n I_n + d\)), our techniques cannot be straightforwardly applied. Constructing a general communication-free alignment technique to achieve this would be our future research work.

APPENDIX

THEOREM 1

Given that the alignment function of the template and the array reference functions of the written arrays are in the common form, i.e., multiple of the nonconstant items of the former is equal to multiple of the nonconstant items of the latter, then there is no distributed data updates for writing these arrays.

Proof. We give the proof for linear the cases, the proof for the quadratic cases can be obtained similarly. We first present the condition for two dependent iterations to be mapped onto the same template element. Let the alignment constraint for the iteration space of an n nested do loop be expressed as:

![Table 2: The Extracted Code Segment and the Data Alignments with Our Technique](image)

(In this experiment, the upper bound for loop index variable i in each nested loop was defined as 30, which is nonconstant in the original code.)
From the above equations, it is easy to find that, if
\[ a_{e,i_1} + \ldots + a_{e,n} i_{1,n} + a_{e,0} = a_{e,i_2} + \ldots + a_{e,n} i_{2,n} + a_{e,0}, \]
then
\[ c_{k,i_1} + c_{k,i_2} + \ldots + c_{k,n} i_{1,n} + c_{k,n+1} = c_{k,i_2} + c_{k,i_2} + \ldots + c_{k,n} i_{2,n} + c_{k,n+1} \]
if and only if \( i_{1,1} + \ldots + i_{1,n} + 1 = i_{2,1} + \ldots + i_{2,n} + 1 \). For two dependent iterations \( i_1 = [i_{1,1} i_{1,2} \ldots i_{1,n}] \) and \( i_2 = [i_{2,1} i_{2,2} \ldots i_{2,n}] \), they access to the same data element of array \( A_c \); that is,
\[ a_{e,i_1} i_{1,1} + \ldots + a_{e,n} i_{1,n} + a_{e,0} = a_{e,i_2} i_{2,1} + \ldots + a_{e,n} i_{2,n} + a_{e,0}. \]

Thus, we have that two dependent iterations \( i_1 = [i_{1,1} i_{1,2} \ldots i_{1,n}] \) and \( i_2 = [i_{2,1} i_{2,2} \ldots i_{2,n}] \) will be mapped onto the same template array element if and only if \( i_{1,1} + i_{1,2} + \ldots + i_{1,n} + 1 = i_{2,1} + i_{2,2} + \ldots + i_{2,n} + 1 \). Similarly, for the quadratic cases, two dependent iterations \( i_1 = [i_{1,1} i_{1,2} \ldots i_{1,n}] \) and \( i_2 = [i_{2,1} i_{2,2} \ldots i_{2,n}] \) will be mapped onto the same template array element if and only if
\[ i_{1,1}^2 + i_{1,2}^2 + \ldots + i_{1,n}^2 + i_{1,1} + i_{1,2} + \ldots + i_{1,n} + 1 = i_{2,1}^2 + i_{2,2}^2 + \ldots + i_{2,n}^2 + i_{2,1} + i_{2,2} + \ldots + i_{2,n} + 1. \]

Now, suppose that \( c_{k,i_1} + c_{k,i_2} + \ldots + c_{k,n} i_{1,n} + c_{k,n+1} \) for \( 1 \leq k \leq n + 1 \) is the template alignment function and \( a_{e,i_1} + a_{e,i_2} + \ldots + a_{e,n} i_{1,n} + a_{e,0} \) is the access function of the written array \( A_c \) and by the assumption,

\[ m \times (c_{k,i_1} + c_{k,i_2} + \ldots + c_{k,n} i_{1,n}) = n \times (a_{e,i_1} + a_{e,i_2} + \ldots + a_{e,n} i_{1,n}), \]

\( m \) and \( n \) are nonzero positive integers. Due to the fact that \( C' = D_A F_{A}' \), for two iterations \( i_1 = [i_{1,1} i_{1,2} \ldots i_{1,n}] \) and \( i_2 = [i_{2,1} i_{2,2} \ldots i_{2,n}] \), we have:
\[ d_{k,1}(a_{e,i_1} i_{1,1} + \ldots + a_{e,n} i_{1,n} + a_{e,0}) + d_{k,2} + d_{k,3}(i_{1,1} + \ldots + i_{1,n} + 1) + \ldots + d_{k,n}(i_{1,1} + \ldots + i_{1,n} + 1) = (n/m) \times (a_{e,i_1} i_{1,1} + a_{e,i_2} i_{2,1} + \ldots + a_{e,n} i_{1,n} + a_{e,n+1}) + c_{k,n+1}, \]
and
\[ d_{k,1}(a_{e,i_1} i_{2,1} + \ldots + a_{e,n} i_{2,n} + a_{e,0}) + d_{k,2} + d_{k,3}(i_{2,1} + \ldots + i_{2,n} + 1) + \ldots + d_{k,n}(i_{2,1} + \ldots + i_{2,n} + 1) = (n/m) \times (a_{e,i_1} i_{2,1} + a_{e,i_2} i_{2,2} + \ldots + a_{e,n} i_{2,n}) + c_{k,n+1}. \]
For two dependent iterations $i_1 = [i_1, i_1, \ldots, i_1, n]$ and $i_2 = [i_2, i_2, \ldots, i_2, n]$, we have

$$a_{i_1, 1} + a_{i_1, 2}i_2 + \ldots + a_{i_1, n}i_2n + a_{2, 1} = a_{i_1, 1} + a_{i_1, 2}i_2 + \ldots + a_{i_1, n}i_2n + a_{2, 0},$$

i.e.,

$$a_{i, 1}i_1 + a_{i, 2}i_2 + \ldots + a_{i, n}i_2n = a_{i, 1}i_1 + a_{i, 2}i_2 + \ldots + a_{i, n}i_2n$$

and, thus, $i_1, 1 + \ldots + i_1, n + 1 = i_2, 1 + \ldots + i_2, n + 1$. Thus, from above, two dependent iterations which both write the same element of array $A$, will be mapped onto the same template array element to avoid the distributed data updates for writing the same data element of array $A_e$. □
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