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Abstract—Runtime Incremental Parallel Scheduling (RIPS) is an alternative strategy to the commonly used dynamic scheduling. In this scheduling strategy, the system scheduling activity alternates with the underlying computation work. RIPS utilizes the advanced parallel scheduling technique to produce a low-overhead, high-quality load balancing, as well as adapting to irregular applications. This paper presents methods for scheduling a single job on a dedicated parallel machine.
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1 INTRODUCTION

One of the challenges in programming distributed memory parallel machines is to schedule work to processors. There are two types of application problem structures: problems with a predictable structure, also called static problems, and problems with an unpredictable structure, called dynamic problems. Solving dynamic problems is difficult since the number of tasks and the grain size of a task may not be known prior to execution. Many applications do have such dynamic and irregular features, and therefore fall into this difficult category.

There are two basic scheduling strategies: static scheduling and dynamic scheduling. Static scheduling distributes the work load before runtime, and can be applied to static problems. Most existing static scheduling algorithms are sequential, executed on a single processor system. Dynamic scheduling performs scheduling activities concurrently at runtime and applies to dynamic problems. Although dynamic scheduling can apply to static problems as well, static scheduling is usually used for static problems because it provides a more balanced load distribution than dynamic scheduling.

Static scheduling utilizes the knowledge of problem characteristics to reach a global optimal, or nearly optimal, solution. It has recently attracted considerable attention among the research community. The quality of scheduling relies heavily on accuracy of weight estimation. Scalability of static scheduling is restricted since a large memory space is required to store the task graph. In addition, it is not able to balance the load for dynamic problems.

Dynamic scheduling has certain advantages. It is a general approach suitable for a wide range of applications. It can adjust load distribution based on runtime system load information. However, most runtime scheduling algorithms, when making a load balancing decision, utilize neither characteristics information of application problems nor global load information. Efforts to collect load information for a scheduling decision certainly compete resources with the underlying computation during runtime. System stability usually sacrifices both quality and quickness of load balancing.

It is possible to design a scheduling strategy that combines the advantages of static and dynamic scheduling. This scheduling strategy should be able to generate a well-balanced load without incurring large overhead. With advanced parallel scheduling techniques, this ideal scheduling becomes feasible. In parallel scheduling, all processors cooperate together to schedule work. Some parallel scheduling algorithms have been introduced in [1], [2], [3], [4], [5]. Parallel scheduling is stable because of its synchronous operation. It uses global load information stored at every processor and is able to accurately balance the load. As an alternative strategy to the commonly used dynamic scheduling, parallel scheduling opens a new direction for runtime load balancing.

In this paper, we propose a new method, called Runtime Incremental Parallel Scheduling (RIPS). RIPS is a runtime version of global parallel scheduling. In RIPS, the system scheduling activity alternates with the underlying computation work during runtime. Tasks are incrementally generated and scheduled in parallel. The RIPS system paradigm is shown in Fig. 1. An RIPS system starts with a system phase which schedules initial tasks. It is followed by a user computation phase to execute the scheduled tasks, and possibly generate new tasks. In the second system phase, the old tasks that have not been executed will be scheduled together with the newly generated tasks. This process will repeat iteratively until the entire computation is completed. Note that we assume the Single Program Multiple Data (SPMD) programming model, therefore, we rely on a uniform code image accessible at each processor. In addition, we assume that jobs to be executed are computation-intensive and can be partitioned into medium grain-size tasks to ensure that the cost to migrate a task is less than its execution time.
Large research efforts have been directed towards the process allocation in distributed systems [11], [12], [13], [14], [15], [16], [17], [18], [19]. Eager et al. compared the sender-initiated algorithm with receiver-initiated algorithm [13]. A recent comparison study of dynamic load balancing strategies on highly parallel computers is given by Willebeek-LeMair and Reeves [20]. The sender-initiated diffusion (SID), receiver-initiated diffusion (RID), and hierarchical balancing method (HBM) are also described in [20]. Work with a similar assumption includes the Gradient Model developed by Lin and Keller [21]. The randomized allocation algorithms developed by different authors are quite simple and effective [22], [12], [23], [24].

In the following, we describe three dynamic scheduling algorithms which will be compared to RIPS. A randomized allocation strategy dictates that each processor, when it generates a new task, should send it to a randomly chosen processor [22], [12]. The major advantages of this strategy are its simplicity and topology independence. No local load information needs to be maintained, nor is any load information sent to other processors. Statistical analysis shows that randomized allocation has a respectable performance. However, a couple factors may degrade the performance of the randomized allocation. First, the grain sizes of tasks may vary. Even if each processor processes approximately the same number of tasks, the load on each processor may be uneven. Secondly, lack of locality leads to large overhead and communication traffic. Only 1/N subtasks stay on the creating processor, where N is the number of processors in the system. Thus, most messages between tasks have to cross processor boundaries. The average distance traveled by messages is the same as the average interprocessor distance of the system. This leads to a higher communication load on large systems. Since the bandwidth consumed by a long-distance message is certainly larger, the system is more likely to be communication bound, as compared to a system using other load balancing strategies that encourage locality.

In the gradient model [21], instead of trying to allocate a newly generated task to other processors, the task is queued at the generating processor and waits for some processor to request it. A separate, asynchronous process on each processor is responsible for balancing the load. This process periodically updates the state function and proximity on each processor. The state of a processor is decided by two parameters: the low water mark and high water mark. If the load is below the low water mark, the state is idle. If the load is above the high water mark, the
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uled before it can be executed. In the lazy scheduling, scheduling is postponed as much as possible. In this way, some tasks could be executed directly without being scheduled.

The eager scheduling is implemented with two queues in each processor. One is called ready-to-execute (RTE) queue, the other ready-to-schedule (RTS) queue. At the beginning of a user phase, all the RTS queues in the system are empty and the RTE queue of every processor holds almost the same number of tasks ready to be executed. During the user phase, new tasks can be generated and entered into the local RTS queue, while the tasks in the RTE queue are consumed, as shown in Fig. 2a. When the RTE queue becomes empty, the processor is ready to transfer from this user phase to the next system phase. At the transfer, some of the RTE queues may be empty and others may have tasks left, because the consumption rate might not be the same due to unequal task grain sizes. In the beginning of the system phase, all the tasks left in the RTE queues, if any, will be moved back to the RTS queues and rescheduled together with the newly-generated tasks. The system phase schedules tasks in all RTS queues and distributes them evenly to the RTE queues. The tasks in RTS queues enter the local RTE queue or a remote RTE queue, depending on the scheduling results.

![Fig. 2. RTE and RTS queues.](image)

The lazy scheduling uses only a single queue, RTE, to hold all tasks, as shown in Fig. 2b. The tasks scheduled to the processor and the tasks generated at the processor are not distinguished. The newly-generated tasks enter the RTE queue directly. Some tasks may be generated and executed in the same processor without being scheduled. The transfer condition from a user phase to the next system phase is the same as the eager scheduling, that is, when the RTE queue becomes empty. In this way, only a fraction of tasks are scheduled and the number of total system phases could be reduced.

The two local policies correspond to the two queuing polices. They are illustrated as follows:

<table>
<thead>
<tr>
<th>Queuing policy</th>
<th>New tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eager</td>
<td>two queues (RTE, RTS) enter to RTS</td>
</tr>
<tr>
<td>Lazy</td>
<td>one queue (RTE) enter to RTE</td>
</tr>
</tbody>
</table>

Two queue policies involve overhead for moving tasks between the queues. To avoid this overhead, we can implement the two queues as a single queue with a pointer that divides the single queue into two parts, as shown in Fig. 3. The upper part is the RTE queue and the lower part is the RTS queue. During the user phase, the position of the pointer is fixed and only the tasks in the RTE queue can be executed. When transferred from a user phase to the next system phase, some tasks may be left in the RTE queue. Prior to system scheduling, the pointer moves up to cover all tasks in the RTS queue. In this way, the task copying from the RTE queue to the RTS queue can be eliminated. After scheduling, the pointer moves down to let the entire queue become the RTE queue. This implementation can easily adapt to the one queue policy, as long as the pointer points to the bottom of the queue during the user phase. This mechanism is useful for an adaptive algorithm that changes between a one-queue policy and a two-queue policy.

![Fig. 3. Implementation of RTE and RTS queues.](image)

Two possible global policies, called \textit{ALL} and \textit{ANY}, are listed as follows:

<table>
<thead>
<tr>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{ALL}</td>
</tr>
<tr>
<td>\textit{ANY}</td>
</tr>
</tbody>
</table>

The \textit{ALL} policy states that the transfer from a user phase to the next system phase will be initiated only when all the processors satisfy their local conditions. Whereas, with the \textit{ANY} policy, as long as one processor has met its local condition, the transfer is initiated.

To test whether a transfer condition is satisfied, a naive implementation periodically invokes a global reduction operation. If the condition is satisfied, the system switches from this user phase to the next system phase; otherwise, it continues on the user phase. The time interval between two consecutive global reduction operations should be carefully determined. An interval that is too short increases communication overhead; an interval that is too long may result in unnecessary processor idles. The optimal length of the interval is to be determined by empirical study.

Although the periodical reduction is a simple and general implementation, it may interfere with the underlying computation many times before the condition is satisfied. This overhead could be eliminated for some particular policy. The following method can be used for the \textit{ALL} policy: A processor sends a \textit{ready} signal to its parent when the local condition is satisfied and when a \textit{ready} signal is received...
from each of its children. When the root processor satisfies the local condition and receives a ready signal from each of its children, the global ALL condition has been reached. The root processor will broadcast an init signal to all other processors to start the system phase. Some processors can be idle for a while before the global ALL condition is reached, as shown in Fig. 4a.

For the ANY policy, an alternative implementation allows any processor that satisfies the local condition to become an initiator and broadcast an init signal to all other processors. A processor, upon receiving the init signal, switches from this user phase to the next system phase. Because of communication delay, more than one processor could claim to be an initiator. Therefore, a processor may receive more than one init signal. A phase index variable is used to eliminate redundant init signals. As each init signal is tagged with a phase index variable, all the init signals with the same phase index variable, except the one received first, are considered to be redundant. Some machines provide a fast or-barrier synchronization, such as the eureka mode in Cray T3D [33]. Implementing the ANY policy can utilize this synchronization.

Note that when an idle processor initiates a phase transfer, other processors may still be executing tasks. The idle processor must wait until every processor finishes the current task execution, as shown in Fig. 4b. If the task grain size is very large, a preemptive strategy is encouraged to reduce the idle time. Although a phase transfer can cause idle, the idle time is not significantly large because phase transfers are not frequently invoked in many applications. Our performance study has shown that the idle time caused by phase transferring in our algorithms is much less than the idle time caused by load imbalance in other scheduling algorithms. Finally, if a coprocessor can handle load balancing and communication activities, the idle time can be reduced. In this way, the main processor can continuously execute tasks when the coprocessor initiates a load balancing process.

Now we consider the phenomenon that parallelism in a system is limited. If the number of tasks scheduled in a system phase is smaller than the number of processors, the following user phase is defined as a low-parallelism phase. In this case, some processors may have no task being scheduled. In the ANY policy, a processor that has not been scheduled a task will initiate the next system phase immediately by broadcasting an init message. If the init signal arrives at a processor before the processor executes its first task, the processor will not be able to execute any task before the next system phase. In an extreme case, a user phase can transfer to the next system phase without any progress of task execution. To eliminate this problem, the eligibility of the initiator is defined for the ANY policy. That is, a processor is eligible as an initiator if and only if it has been scheduled at least one task in the previous system phase.

The second problem in a low-parallelism phase is the lack of awareness of low-parallelism caused by the lazy scheduling. With the ANY-Lazy policy, the processors that are eligible as initiators may keep generating and executing new tasks without knowing that other processors that are not eligible as initiators may starve at the same time. With the ALL-Lazy policy, the processors that have at least one task to execute may delay the global ALL reduction, leaving other processors starving. To solve this problem, a lazy scheduling is required to be adapted to the eager scheduling in a low-parallelism phase. In other words, the eager scheduling should always be applied to increase parallelism in a low-parallelism phase.

Transfer from the system phase to the user phase does not require a synchronization. Each processor terminates by itself and proceeds to the next user phase.

4 PARALLEL SCHEDULING

In this section we discuss global parallel scheduling, which is called parallel scheduling for short in the following context. Parallel scheduling is different from dynamic scheduling. With dynamic scheduling, processors exchange information and work load concurrently. While some processors are executing the user program, other processors may be executing the scheduling algorithm. Only partial load information is collected in consideration of scalability, and it is impossible to reach a fully-balanced load. Dynamic scheduling may be unstable and processor thrashing can occur.

Parallel scheduling executes the scheduling algorithm in parallel. All processors cooperate together to collect load information and to exchange work load in parallel. With parallel scheduling, it is possible to obtain high-quality scheduling and scalability simultaneously. Furthermore, parallel scheduling is stable because it is a synchronous approach.

Different logical network topologies need different scheduling algorithms. The algorithms for the mesh and hypercube topologies can be found in [34]. Here we present a parallel scheduling algorithm for the tree topology, in which the communication network is tree-structured.
and each node of the tree represents a processor. The algorithm, called Tree Walking Algorithm (TWA), is shown in Fig. 5. The objective of scheduling is to schedule works so that each processor has the same work load, which requires an estimation of task execution time. The estimation can be application-specific, leading to a less general approach. Sometimes, such an estimation is difficult to obtain. Therefore, in TWA, each task is presumed to require the equal execution time, and the objective of the algorithm becomes to schedule tasks so that each processor has the same number of tasks. Inaccuracy caused by grain-size variation can be corrected in the next system phase. An algorithm with estimated time of tasks could improve load balancing to some extent. However, the algorithm is more complex so that the scheduling overhead increases, which may overwrite this benefit. We will compare the performance of TWA to a modified TWA with estimated time to illustrate this trade-off.

Tree Walking Algorithm (TWA)

1. Assign each node an order i according to the preorder traversal and \( X_i \), the number of nodes of its subtree, where \( i = 0,1, \ldots, N - 1 \), and \( N = N_0 \) is the number of nodes in the system.
2. Let \( w_i \) be the number of tasks in node i. Perform a size reduction of \( w_i \) and let \( W_i \) denote the sum of \( w_i \) in the subtree of node i. Each node also keeps records of \( W_i \) of its children for \( i = 0 \).
3. The root calculates \( t = (W_0/N) \) and \( R = W_0 \mod N \), and broadcasts \( t \) and \( R \) to all other nodes.
4. Each node calculates its quota \( Q_i \), that indicates how many tasks are to be scheduled to the node:
   \[
   Q_i = \sum_{x \in \text{subtree of } i} t
   \]
   each subtree, rooted at node i, calculates its quota:
   \[
   Q_i = \sum_{x \in \text{subtree of } i} t
   \]
   that indicates how many tasks are to be scheduled to the subtree. \( Q_i \) can be calculated directly as follows:
   \[
   Q_i = \begin{cases} 
   0 & \text{if } j \geq R \\
   X_i & \text{if } j \leq R - X_i \\
   R - 1 & \text{if } R - X_i < j < R 
   \end{cases}
   \]
   where:
   \[
   R = \begin{cases} 
   0 & \text{if } j > R \\
   X_i & \text{if } j \leq R - X_i \\
   R - 1 & \text{if } R - X_i < j < R 
   \end{cases}
   \]
   Each node keeps records of \( Q_i \) and \( Q_j \), where node j is node i's child (if any).
5. Each node i waits for the incoming message from its parent if \( W_i < Q_i \), and the incoming message from each of its children if \( W_i > Q_i \).
   Each node records the number of tasks in its subtree and its children's subtrees if any. In step 3, the root calculates the average number of tasks per processor and then broadcasts the number to every processor so that each processor knows if its subtree is over-loaded or under-loaded for step 4. If the number of tasks cannot be evenly divided by the number of processors, the remaining \( R \) tasks are evenly distributed to the first \( R \) processors so that they have one more task than others. In step 5, the work load is exchanged so that at the end of the system phase, each processor has the almost same number of tasks. This algorithm is deadlock-free because there is no loop in the tree topology.

Example 1. An example is shown in Fig. 6 and Table 1. The nodes in the tree are numbered by preorder traversal. At the beginning of scheduling, each node has \( w_i \) tasks ready to be scheduled. Values of \( W_i \) are calculated at step 2. The root calculates the value of \( w_\text{avg} \) and \( R \):

\[
\text{w}_\text{avg} = 4, \quad R = 5.
\]

Then each node calculates the value of \( Q_i \) at step 4. The numbers of tasks to be exchanged between nodes are shown in Fig. 6. The load exchange takes four communication steps to finish:

1. node 3 to node 1, node 8 to node 6, node 4 to node 5
2. node 1 to node 0
3. node 0 to node 6
4. node 6 to node 7

At the end of scheduling, nodes 0-4 have five tasks each and nodes 5-8 have four tasks each.

The other objective of this algorithm is to minimize communication overhead of load balancing. Ideally, a task with a small communication/computation ratio should have a higher priority to migrate. Although the communication/computation ratio is difficult to predict, it has been observed that the communication/computation ratio does not change substantially in a single application. Thus, we can use the number of tasks migrated instead of the actual communication cost as the objective function.

In this algorithm, the first step will be executed only at the system setup time. Steps 2 and 3 collect the system load information. In step 2, the total number of tasks is counted with a global reduction operation. At the same time, each node records the number of tasks in its subtree and its children's subtrees, if any. In step 3, the root calculates the average number of tasks per processor and then broadcasts

Fig. 5. Parallel tree walking algorithm.

Fig. 6. Example for the tree walking algorithm.

| Table 1 Example for the Tree Walking Algorithm |
| --- | --- | --- | --- | --- |
| \( i \) | \( w_i \) | \( N_i \) | \( W_i \) | \( Q_i \) |
| 0 | 1 | 9 | 41 | 41 |
| 1 | 4 | 3 | 20 | 15 |
| 2 | 5 | 1 | 5 | 5 |
| 3 | 11 | 1 | 11 | 5 |
| 4 | 7 | 2 | 9 | 9 |
| 5 | 2 | 1 | 2 | 4 |
| 6 | 3 | 3 | 11 | 12 |
| 7 | 3 | 3 | 3 | 4 |
| 8 | 5 | 1 | 5 | 4 |

In the following, we prove that the algorithm can
- achieve a well-balanced load;
- minimize the task migration and communication; and
- maximize locality.
THEOREM 1. The number of tasks in each processor differs by at most one after executing the Tree Walking Algorithm.

PROOF. Executing the algorithm, the number of tasks in processor $i$ is

$$w'_i = w_i + \left( Q_i - W_i + \sum_{j \text{ is child of } i} (W_j - Q_j) \right).$$

Because

$$w'_i = \sum_{j \text{ is child of } i} W_j - w_i,$$

$$w'_i = (Q_i - W_i) + (W_i - w_i) - \sum_{j \text{ is child of } i} Q_j$$

$$= Q_i - \sum_{j \text{ is child of } i} Q_j = q_i.$$

Since $q_i$ is either $w_{avg}$ or $w_{avg} + 1$, the number of tasks in each processor differs by at most one.

When the total number of tasks can be evenly divided by $N$, the number of processors, each processor has $w_{avg}$ tasks. Otherwise, each of the first $R$ processors have $(w_{avg} + 1)$ tasks and the rest of processors have $w_{avg}$ tasks. In the following, we assume that the number of tasks $T$ is evenly divided by $N$. When $T$ cannot be evenly divided by $N$, the algorithm is nearly-optimal.

THEOREM 2. The Tree Walking Algorithm minimizes the total number of communications and the total number of task-hops $\sum_j e_j$, where $e_j$ is the number of tasks transmitted through edge $j$.

PROOF. In TWA, there is one communication between subtree $i$ and its parent if $Q_i \neq W_i$. When $Q_i \neq W_i$, at least one communication is required. Therefore, the total number of communications is minimized.

In each subtree, if $Q_i \geq W_i$ then it needs to receive from its parent $(Q_i - W_i)$ tasks, which is the minimum number of tasks to be transmitted to the subtree. Similarly, if $Q_i < W_i$ then it needs to send to its parent $(W_i - Q_i)$ tasks, which is the minimum number of tasks to be transmitted from the subtree. Therefore, the total number of task-hops $\sum_j e_j$ is minimized.

This algorithm also maximizes locality. Local tasks are the tasks that are not migrated to other processors, and nonlocal tasks are those that are migrated to other processors. Maximum locality implies the maximum number of local tasks and the minimum number of nonlocal tasks. The following lemma gives the minimum number of nonlocal tasks.

LEMMA 1. To balance the load, the minimum number of nonlocal tasks is

$$\sum_i \max(w_{avg} - w_i, 0)$$

PROOF. Each processor with $w_i < w_{avg}$ must receive $(w_{avg} - w_i)$ tasks from other processors to balance the load. Therefore, a total of $\sum_i \max(w_{avg} - w_i, 0)$ tasks must be transmitted between processors.

Another measure of locality is $\sum_k d_k$, where $d_k$ is the distance that nonlocal task $k$ has traveled. The following theorem shows that the TWA algorithm maximizes locality in both measures.

THEOREM 3. The number of nonlocal tasks in the TWA algorithm is

$$\sum_i \max(w_{avg} - w_i, 0),$$

and the total number of distances $\sum_k d_k$ traveled by nonlocal tasks is minimized.

PROOF. In TWA, each processor receives tasks before sending tasks. At any time when executing the TWA algorithm, the number of tasks in each processor is not less than $\min(w_i, w_{avg})$. Thus, in all processors, at least $\sum_i \min(w_i, w_{avg})$ tasks are local. Therefore, the number of nonlocal tasks is no more than

$$N \times w_{avg} - \sum_i \min(w_i, w_{avg})$$

$$= \sum_i (w_{avg} - \min(w_i, w_{avg}))$$

$$= \sum_i \max(w_{avg} - w_i, 0).$$

As stated in Lemma 1, TWA minimizes the number of nonlocal tasks.

The total distance traveled by all tasks is equal to the total number of task-hops:

$$\sum_k d_k = \sum_j e_j,$$

which has been proved to be minimum by Theorem 2.

In this algorithm, steps 2 and 3 spend $2m$ communication steps, where $m$ is the depth of the tree. The communication steps of this algorithm is at most $4m$. With a balanced tree, $m = \log N$, and the number of communication steps of this algorithm is $O(\log N)$.

In step 5 of the Tree Walking Algorithm, each node must receive all incoming messages before sending out messages. This algorithm can be further optimized by relaxing this constraint, shown in Fig. 7, where only the fifth step in the TWA has been modified and rewritten. We called this algorithm the Modified Tree Walking Algorithm (MTWA). In this algorithm, a node is able to send some messages out before it has received all incoming messages. The communication time and processor idle time can be reduced. It takes only two communication steps for Example 1:

1. node 3 to node 1, node 0 to node 6, node 6 to node 7, node 8 to node 6, node 4 to node 5
2. node 1 to node 0
The Modified Tree Walking Algorithm (MTWA)
The first four steps are the same as TWA algorithm.

5. For each node i, construct two sets: InMsg set including all nodes that are expected to send tasks to node i, and the other is OutMsg set consisting of all destination nodes to which node i needs to send tasks. The two sets are constructed as follows:
   - If Wi < Wj, add its parent node to the InMsg set; if Wi > Wj, add tuple (its parent node, Wj - Wi) into the OutMsg set.
   - For each of the child node j, if Wi > Wj, add node j to the InMsg set; if Wi < Wj, add tuple (node j, Wj - Wi) into the OutMsg set.

Sort the tuples in the OutMsg set according to the number of tasks in an increasing order to form an OutMsg list.

While either the InMsg set or the OutMsg list is empty
   - receive the message and update the InMsg list
   - if there are adequate tasks to send the first request in the OutMsg list
     - send the message to the destination node and update the OutMsg list

Fig. 7. Modified tree walking algorithm.

The Modified Tree Walking Algorithm may have some negative impact in locality. In TWA, a node can keep the maximum number of local tasks and send nonlocal tasks to other nodes. But in MTWA, a node may send local tasks to other nodes and then receive tasks from others. Therefore, the decision on use of TWA or MTWA is a trade-off between scheduling time and locality.

5 EXPERIMENTAL STUDY

The RiPS system has been implemented on a 32-node TMC CM-5 machine. The network that connects the processors in CM-5 is a 4-ary fat tree. Different from the general tree topology used in the Tree Walking Algorithm, CM-5 has all processors as leaf nodes. The algorithm shown in Fig. 8 is used in this implementation to map the scheduling tree to the fat tree topology. This algorithm is designed to minimize the communication distance and to distribute communication traffic. The tree used in a 32-node system is shown in Fig. 9.

The system has been tested with three application problems. The first one, the exhaustive search of the N-Queens problem, has an irregular and dynamic structure. The number of tasks generated and the computation amount in each task are unpredictable. The second one, iterative deepening A* (IDA*) search is a good example of parallel search techniques [35]. The sample problem is the 15-puzzle with three different configurations. The grain size may vary substantially, since it dynamically depends on the currently estimated cost. In addition, synchronization at each iteration reduces the effective parallelism. Performance of this problem is therefore not as good as others. Search problems provide a high degree of parallelism. Then the major issue of solving parallel search problems is to balance the load. Rao and Kumar have solved the 15-puzzle problem with the IDA* search using a simple load balancing algorithm [36]. That is, whenever a processor needs work, it sends a request to one of its neighbors. If the neighbor has work available above the cutoff depth, it sends the extra work to the requesting processor; otherwise it sends a reject message. This receiver-initiated, within-neighborhood algorithm can provide a fairly good performance. However, it is not able to balance the load as well as RiPS can do.

Every node n in the fat tree has the following information in node[n];
   - parent: its parent ID
   - numChild: the number of its children
   - child[i]: its children's ID
   - level: its level in the tree, the root has the highest level
   - a: being its parent's the a-th child

There is a global table used during the tree construction:
   - nonLeaf[height][maxNodeInEachLevel]: the node ID in the fat tree

Scheduling tree construction algorithm for a 4-ary fat tree:
   - N is the number of nodes in the tree
   - L is the number of levels in the tree
   - K[i] is the number of nodes in the kth level
     - K[i] = \[1 + (N - 1)/4^i, \quad L \geq i \geq 1\]
     - N = L - \sum_{i=1}^{L-1} (N - 1)/4^i

for i = L downto 1
for j = 0 to K[i] - 1
   - the corresponding node ID is n = j * 4^i + \sum_{k=1}^{i-1} 4^k
   - setup relevant information about the tree at the i-th level:
     - nonLeaf[i][j] = n
   - setup information at node n:
     - node[n].level = i, node[n].a = j mod 4
     - build up the parent and children relation:
       - p = node[n].parent = \{nonLeaf[i+1][j/4] if i < L
       - node[p].child[node[p].numChild] = n
       - node[p].numChild = node[p].numChild + 1

for level 0
for i = 0 to N - 1, if node[i].level unassigned
   - p = node[i].parent = numLeaf[i/4]
   - node[p].a = node[p].numChild
   - node[p].child[node[p].numChild] = i
   - node[p].numChild = node[p].numChild + 1

Fig. 8. Mapping algorithm that maps 4-ary fat tree to scheduling tree.

The third one, a molecular dynamics program named GROMOS, is a real application problem [37, 38]. The test data for GROMOS is the bovine superoxide dismutase molecule (SOD), which has 6,968 atoms [39]. The kernel of the GROMOS code is a calculation of the forces between

Fig. 9. Mapping 4-ary fat tree to scheduling tree.
pairs of atoms. Since the forces decrease as the distances between the pairs of atoms increase, they are approximated by considering only pairs of atoms which are closer together than a predefined cutoff radius. In our test, the cutoff radius is predefined to 8 Å, 12 Å, and 16 Å. GROMOS has a more predictable structure. The kernel of the GROMOS code contains a parallelizable outer loop, but has an inner loop for which the number of iterations varies between different iterations of the outer loop. Haxteden and Kennedy ported GROMOS to CM-2 and DECmp12000 with a transformation called loop flattening to overlapping the executions of different iterations [38]. In our implementation of GROMOS, only the outer loop is partitioned and each task has several iterations of the outer loop. The number of tasks is known when the input data is given, but the computation density in each task varies. Thus, a load balancing mechanism is necessary.

We first compare four combinations of the transfer policies: ALL-Eager, ALL-Lazy, ANY-Eager, and ANY-Lazy. The application problems used in this comparison are the exhaustive search with 14-Queens and GROMOS with the cutoff radius of 8 Å. Table 2 shows

1) the number of system phases;
2) the total number of tasks and the number of tasks that are scheduled;
3) the number of communications;
4) the average overhead time;
5) the average processor idle time; and
6) the total execution time.

The execution time is the sum of the overhead time, idle time, and busy time, which is illustrated in Fig. 10.

With the ALL-Eager policy, each system phase schedules tasks in one level of the tree and the next user phase consumes all of the scheduled tasks. Therefore, the number of phases is equal to the depth of the tree. Also, the number of scheduled tasks is equal to the total number of tasks, as each task is scheduled exactly once. With the ALL-Lazy policy, the number of phases could be less than or equal to the depth of the tree, since some tasks are executed locally without being scheduled.

The number of phases in the ANY policy can be larger than the depth of the tree. The number of tasks scheduled may exceed the number of tasks, which implies that some tasks may be scheduled more than once. With the ANY-Lazy policy, the number of tasks scheduled could also be smaller than the total number of tasks, since some tasks may not be scheduled.

The number of communications listed in Table 2 includes only the communications to transfer from user phases to system phases, but not the communications in the system phases. In general, the number of communications with the ALL policy is less than that with the ANY policy. Most communications with the ANY policy come from many simultaneous init messages. The number of communications with the lazy scheduling is less than that with the eager scheduling, because the number of phases with the lazy scheduling is smaller than that with the eager scheduling.

The overhead time is the time spent on the bookkeeping, information collection, and load balancing. The idle time is the time the processor has no work to do. The overhead time and the idle time listed in Table 2 are the average time at one processor when averaged across all processors. The ALL policy involves fewer phases and communications so that the overhead is smaller. However, because all processors must wait until every ready task has been executed, processor idle time is large. On the other hand, the ANY policy, although it involves larger overhead, balances the load well and reduces the idle time. The total execution time of the ANY policy is consistently less than that of the ALL policy. The lazy scheduling is better than the eager scheduling since it involves less overhead and idle time.

In summary, the ALL policy is easy to implement and involves less communication. However, it has some potential drawbacks. It does not allow task rescheduling and therefore is not able to correct the load imbalance due to the grain size variation. A processor that has finished execution must wait for other processors to finish, resulting in processor idle. To

<table>
<thead>
<tr>
<th></th>
<th># of phases</th>
<th># of tasks scheduled</th>
<th># of comm.</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-Queens</td>
<td>ALL Eager</td>
<td>5 11,166 11,166 301 0.29 1.78 8.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lazy</td>
<td>4 11,166 170 248 0.14 1.11 7.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANY Eager</td>
<td>10 11,166 15,235 3,948 0.67 0.09 7.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lazy</td>
<td>8 11,166 3,997 1,776 0.52 0.08 6.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROMOS (8 Å)</td>
<td>ALL Eager</td>
<td>3 4,986 4,986 186 0.89 1.98 6.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lazy</td>
<td>2 4,986 1,022 124 0.85 2.01 6.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANY Eager</td>
<td>10 4,986 10,688 3,596 1.10 0.12 4.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lazy</td>
<td>7 4,986 6,012 2,322 0.60 0.11 3.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 3

<table>
<thead>
<tr>
<th></th>
<th>TWA (seconds)</th>
<th>TWAET (seconds)</th>
<th>exec. time</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exhaustive search 13-Queens</td>
<td>0.29</td>
<td>0.40</td>
<td>1.36</td>
<td>75%</td>
</tr>
<tr>
<td>Exhaustive search 14-Queens</td>
<td>0.52</td>
<td>0.59</td>
<td>8.87</td>
<td>91%</td>
</tr>
<tr>
<td>Exhaustive search 15-Queens</td>
<td>0.97</td>
<td>0.97</td>
<td>42.0</td>
<td>97%</td>
</tr>
<tr>
<td>IDA* search config. #1</td>
<td>0.53</td>
<td>0.80</td>
<td>2.04</td>
<td>66%</td>
</tr>
<tr>
<td>IDA* search config. #2</td>
<td>1.17</td>
<td>1.47</td>
<td>7.98</td>
<td>80%</td>
</tr>
<tr>
<td>IDA* search config. #3</td>
<td>2.04</td>
<td>3.01</td>
<td>30.2</td>
<td>91%</td>
</tr>
<tr>
<td>GROMOS (8 Å)</td>
<td>TWA 0.60</td>
<td>TWAET 0.62</td>
<td>3.99</td>
<td>82%</td>
</tr>
<tr>
<td>GROMOS (12 Å)</td>
<td>TWA 1.16</td>
<td>TWAET 1.02</td>
<td>11.4</td>
<td>87%</td>
</tr>
<tr>
<td>GROMOS (16 Å)</td>
<td>TWA 1.12</td>
<td>TWAET 1.24</td>
<td>11.2</td>
<td>88%</td>
</tr>
<tr>
<td></td>
<td>TWA 0.95</td>
<td>TWAET 0.97</td>
<td>22.4</td>
<td>93%</td>
</tr>
</tbody>
</table>

TABLE 3

COMPARISON OF TWA AND TWAET ALGORITHMS

utilize the resource of every processor, a system phase can be triggered earlier, determined by the ANY policy. The ANY policy results in more system phases and larger overhead, but reduces processor idle time. In the eager scheduling, each task must be scheduled before execution. In contrast, the lazy scheduling allows an unscheduled task to execute. The lazy scheduling outperforms the eager scheduling, since it reduces the number of tasks to be scheduled, as well as the number of scheduling phases.

The Modified Tree Walking Algorithm (MTWA) does not improve performance significantly compared to the Tree Walking Algorithm (TWA). While MTWA reduces the communication steps, its locality is not as good as TWA. In general, nonlocal tasks in MTWA are about 40 percent more than that in TWA. We did not conduct an extensive comparison since both algorithms perform about the same. Therefore, only the performance with the Tree Walking Algorithm is shown below.

For comparison purposes, we have also implemented a TWA algorithm with estimated time (TWAET). In this algorithm, each task is assigned a weight which is its estimated execution time. The estimation is obtained by taking the average of the execution time for the same type of tasks. The weights of all tasks in a processor are added up and then the total weight of all tasks in all processors is obtained by a global reduction of the sum. The root calculates the average weight per processor and broadcasts it to all processors. Thus, each processor knows how much work load needs to be sent to other processors and executes a packing algorithm to select some tasks so that the total weight of these tasks is roughly the weight required to be sent. The tasks need to be packed before they are sent out. This algorithm is more expensive because of its message packing, buffer copying, and floating-point operations. The comparison is shown in Table 3. TWAET can balance the load better and the idle time is less than that of TWA. On the other hand, TWAET is more complex than TWA, resulting in a larger overhead. TWAET is faster for some instances and TWA is faster for others. Performance of both algorithms is roughly the same. Therefore, in the following comparison, we use only the TWA algorithm.

In Table 4, we compare RIPS to three dynamic load balancing strategies: random allocation, gradient model and RID. The performance of RIPS shown in Table 4 is with the ANY-Lazy policy. The comparison is done with

1) the number of tasks that are sent to other processors, which is a measure of locality;
2) the overhead time, which includes all system overhead;
3) the idle time, which is a measure of load imbalance;
4) the execution time; and
5) the efficiency.

Here, the efficiency is defined as $\mu = \frac{T_s}{T_p + \frac{T_e}{N}}$, where $N$ is the number of processors, $T_s$ is the sequential execution time, and $T_e$ is the parallel execution time. Although the randomized allocation does not have good locality, it can balance the load fairly well. The gradient model does not show good performance for the N-Queens problem. However, it performs fairly on the less irregular, highly parallel GROMOS program. Generally speaking, it cannot balance the load well, since the load is spread slowly. In addition, the system overhead is large since information and tasks are frequently exchanged. The RID parameters should be selected as a function of the number of tasks per processor and the granularity of these tasks [40]. Three parameters, $L_{low}$, $L_{threshold}$, and $u$ are adjusted to their optimal values: 2, 1, and 0.4, respectively. RID shows a better performance than the randomized allocation in most cases. However, it does not perform well for IDA* because of its low parallelism. It is known that a receiver-initiated approach does not do well in a lightly-loaded system [13]. When the problem size becomes large, such as the configuration #3, RID's performance is improved. In RIPS, the Tree Walking Algorithm can balance the load very well and the incremental scheduling is able to correct
the load imbalance. Many people may expect large overhead from this accurate load-balancing algorithm. A surprising observation is that the overhead of RIPS is slightly larger than that of the randomized allocation and much smaller than that of other dynamic scheduling algorithms, such as the gradient model. It is partly due to the fact that many tasks are packed together for transmission, which reduces communication overhead, whereas, in dynamic scheduling, tasks are distributed individually.

Next, we use the randomized allocation as a baseline algorithm and show the relative performance of other scheduling algorithms. First, an optimal efficiency is calculated assuming

1) optimal scheduling; and
2) no overhead.

The optimal efficiency is the best possible efficiency that can be obtained for a given problem on an ideal system. The optimal efficiencies for different problem sizes are shown in Table 5. A measure used to determine the effectiveness of scheduling algorithm $g$ is the normalized quality factor:

$$F = \frac{\mu_{\text{opt}} - \mu_{\text{real}}}{\mu_{\text{opt}} - \mu_{g}},$$

where $\mu_{\text{opt}}$ is the optimal efficiency, $\mu_{\text{real}}$ is the efficiency of the randomized allocation algorithm, and $\mu_{g}$ is the efficiency of algorithm $g$. The factor of the randomized allocation algorithm is equal to 1. If the algorithm performs better than the randomized allocation, its value is larger than 1. Oth-

<table>
<thead>
<tr>
<th>Exhaustive search 13-Queens</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>7,579</td>
<td>7,342</td>
<td>0.49</td>
<td>0.68</td>
<td>1.56</td>
<td>68%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>7,579</td>
<td>4,855</td>
<td>0.97</td>
<td>0.88</td>
<td>2.97</td>
<td>66%</td>
</tr>
<tr>
<td>RID</td>
<td>7,579</td>
<td>2,597</td>
<td>0.41</td>
<td>0.10</td>
<td>1.53</td>
<td>67%</td>
</tr>
<tr>
<td>RIPS</td>
<td>7,579</td>
<td>314</td>
<td>0.29</td>
<td>0.05</td>
<td>1.36</td>
<td>73%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exhaustive search 14-Queens</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>11,166</td>
<td>10,832</td>
<td>0.62</td>
<td>0.25</td>
<td>7.14</td>
<td>69%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>11,166</td>
<td>8,505</td>
<td>1.28</td>
<td>5.45</td>
<td>13.0</td>
<td>48%</td>
</tr>
<tr>
<td>RID</td>
<td>11,166</td>
<td>4,218</td>
<td>0.57</td>
<td>0.27</td>
<td>7.11</td>
<td>88%</td>
</tr>
<tr>
<td>RIPS</td>
<td>11,166</td>
<td>645</td>
<td>0.52</td>
<td>0.06</td>
<td>6.07</td>
<td>91%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exhaustive search 15-Queens</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>15,941</td>
<td>15,459</td>
<td>1.10</td>
<td>1.50</td>
<td>43.4</td>
<td>94%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>15,941</td>
<td>9,058</td>
<td>2.10</td>
<td>30.5</td>
<td>73.4</td>
<td>56%</td>
</tr>
<tr>
<td>RID</td>
<td>15,941</td>
<td>7,103</td>
<td>0.76</td>
<td>1.42</td>
<td>43.0</td>
<td>95%</td>
</tr>
<tr>
<td>RIPS</td>
<td>15,941</td>
<td>925</td>
<td>0.97</td>
<td>0.23</td>
<td>42.0</td>
<td>97%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IDA* search config. #1</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>2,895</td>
<td>2,804</td>
<td>0.34</td>
<td>0.63</td>
<td>2.31</td>
<td>58%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>2,895</td>
<td>2,010</td>
<td>0.65</td>
<td>1.70</td>
<td>5.89</td>
<td>34%</td>
</tr>
<tr>
<td>RID</td>
<td>2,895</td>
<td>619</td>
<td>0.95</td>
<td>2.57</td>
<td>4.86</td>
<td>28%</td>
</tr>
<tr>
<td>RIPS</td>
<td>2,895</td>
<td>203</td>
<td>0.53</td>
<td>0.13</td>
<td>2.04</td>
<td>60%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IDA* search config. #2</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>3,382</td>
<td>3,277</td>
<td>0.65</td>
<td>1.97</td>
<td>9.02</td>
<td>71%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>3,382</td>
<td>2,184</td>
<td>2.34</td>
<td>7.25</td>
<td>16.0</td>
<td>40%</td>
</tr>
<tr>
<td>RID</td>
<td>3,382</td>
<td>382</td>
<td>3.20</td>
<td>14.8</td>
<td>23.4</td>
<td>27%</td>
</tr>
<tr>
<td>RIPS</td>
<td>3,382</td>
<td>257</td>
<td>1.17</td>
<td>0.41</td>
<td>7.98</td>
<td>80%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IDA* search config. #3</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>29,046</td>
<td>28,138</td>
<td>1.33</td>
<td>4.65</td>
<td>33.5</td>
<td>82%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>29,046</td>
<td>19,285</td>
<td>2.28</td>
<td>22.6</td>
<td>52.3</td>
<td>52%</td>
</tr>
<tr>
<td>RID</td>
<td>29,046</td>
<td>3,036</td>
<td>2.35</td>
<td>6.83</td>
<td>36.7</td>
<td>76%</td>
</tr>
<tr>
<td>RIPS</td>
<td>29,046</td>
<td>1,136</td>
<td>2.04</td>
<td>0.52</td>
<td>30.2</td>
<td>91%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GROMOS (8 Å)</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>4,986</td>
<td>4,931</td>
<td>0.26</td>
<td>0.56</td>
<td>4.10</td>
<td>80%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>4,986</td>
<td>2,311</td>
<td>0.52</td>
<td>0.73</td>
<td>4.53</td>
<td>72%</td>
</tr>
<tr>
<td>RID</td>
<td>4,986</td>
<td>528</td>
<td>0.43</td>
<td>0.36</td>
<td>4.07</td>
<td>81%</td>
</tr>
<tr>
<td>RIPS</td>
<td>4,986</td>
<td>494</td>
<td>0.60</td>
<td>0.11</td>
<td>3.99</td>
<td>82%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GROMOS (12 Å)</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>4,986</td>
<td>4,833</td>
<td>0.25</td>
<td>1.76</td>
<td>11.9</td>
<td>83%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>4,986</td>
<td>2,184</td>
<td>0.51</td>
<td>1.40</td>
<td>11.8</td>
<td>84%</td>
</tr>
<tr>
<td>RID</td>
<td>4,986</td>
<td>547</td>
<td>1.01</td>
<td>0.90</td>
<td>11.8</td>
<td>84%</td>
</tr>
<tr>
<td>RIPS</td>
<td>4,986</td>
<td>556</td>
<td>1.16</td>
<td>0.36</td>
<td>11.4</td>
<td>87%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GROMOS (16 Å)</th>
<th># of tasks</th>
<th># of non-local tasks</th>
<th>overhead (seconds)</th>
<th>idle time (seconds)</th>
<th>exec. time (seconds)</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>4,986</td>
<td>4,832</td>
<td>0.26</td>
<td>3.94</td>
<td>25.0</td>
<td>83%</td>
</tr>
<tr>
<td>Gradient Model</td>
<td>4,986</td>
<td>2,363</td>
<td>0.54</td>
<td>5.26</td>
<td>26.6</td>
<td>78%</td>
</tr>
<tr>
<td>RID</td>
<td>4,986</td>
<td>485</td>
<td>1.79</td>
<td>2.01</td>
<td>24.6</td>
<td>84%</td>
</tr>
<tr>
<td>RIPS</td>
<td>4,986</td>
<td>582</td>
<td>0.95</td>
<td>0.65</td>
<td>22.4</td>
<td>93%</td>
</tr>
</tbody>
</table>
otherwise, it is smaller than 1. The normalized quality factors of these test problems are shown in Fig. 11. For small problem sizes, the system overhead dominates the factor, whereas for large problem sizes, the factor is dominated by scheduling quality because the system overhead is relatively small. Therefore, the difference between scheduling algorithms can be easily recognized when the problem size is large.

RIPS has been ported to a large CM-5 machine. Table 6 shows a speedup comparison of four scheduling algorithms. Both the randomized allocation and RID scale up well and RIPS performs even better. The gradient model does not scale well because it spreads the load slowly. RID performs well for the N-Queens problem, but not for IDA* search because configuration #3 does not have enough parallelism on large systems. The value of \( U \) needs to be adjusted for low parallelism on large systems. For IDA*, it has been adjusted to 0.7, and for other two problems, it remains at 0.4.

### 6 Concluding Remarks

It has been widely believed that a scheduling method that collects load information from all processors in the system is neither practical, nor scalable. This research has demonstrated a scalable scheduling algorithm that uses the global load information to optimize load balancing. At the same time, this algorithm minimizes the number of tasks to be scheduled and the number of communications. Furthermore, in a dynamic system, when it intends to quickly and accurately balance the load, the system could become unstable. In RIPS, a synchronous approach eliminates the stability problem and is able to balance the load quickly and accurately.

RIPS combines the advantages of static scheduling and dynamic scheduling, adapting to dynamic problems and producing high-quality scheduling. It balances the load very well and effectively reduces the processor idle time. Tasks are packed to be sent to other processors which reduces significantly the number of messages. Its overhead is comparable to the low-overhead randomized allocation. It applies to a wide range of applications, from slightly irregular ones to highly irregular ones.
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