Kernel sparse representation for time series classification
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A B S T R A C T

In recent years there has been growing interests in mining time series data. To overcome the adverse influence of time shift, a number of effective elastic matching approaches such as dynamic time warp (DTW), edit distance with real penalty (ERP), and time warp edit distance (TWED) have been developed based on the nearest neighbor classification (NNC) framework, where the distance \( d(x, C_i) \) between a test sample \( x \) and one specific class \( C_i \) is simply defined as the minimum distance between \( x \) and the training samples in this class. In many applications, the sparse representation classifier (SRC) was applied by defining \( d(x, C_i) \) as the distance of \( x \) to a linear combination of the samples in class \( C_i \), and it usually outperformed NNC in terms of classification accuracy. However, due to time shift, a linear combination of several time series is generally meaningless and may result in poor classification performance. In this paper, a family of Gaussian elastic matching kernels was introduced to deal with the problems of time shift and nonlinear representation. In this way, a kernel sparse representation learning framework for time series classification was proposed. To improve computational efficiency and classification performance, both unsupervised and supervised dictionary learning techniques were developed by extending KSVD and label consistent KSVD algorithms. Experimental results showed that the proposed methods generally outperformed state-of-the-arts methods in terms of classification accuracy.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

A time series is a sequence of numerical values, typically measured at successive time instants spaced at uniform time intervals. It can be used to describe the states of objects and reflect their variations along time tags. For example, an electrocardiogram, which is widely used to analyze abnormal heart rhythms, is presented as a line graph, where the \( x \)-axis is time and the \( y \)-axis stands for the average voltage measured by the electrodes. Time series are used in various applications and can be easily acquired by the existing techniques. Clustering, classification, and mining of time series [9,24,30,38] have been extensively studied in many applications, such as sign language recognition [27], trajectory-based activity recognition [2], electrocardiography (ECG) based medical diagnosis [37], stock market time series categorization, and prediction [13,39].
Similarity matching between time series is essential for time series classification [41]. There are two key problems in computing the distance or similarity between time series: time warping and high dimensionality. Time warping is a general phenomenon in time series, which creates huge challenges for automatic time series classification. For example, although time series can be viewed as points in vector space, conventional Euclidean distance is very sensitive to time warping and may fail in measuring similarity between time series. Dynamic time warping (DTW) was introduced to overcome the limitation of Euclidean distance [3,48]. However, DTW is time consuming. To improve the efficiency of DTW, Keogh and Ratanamahatana [21] proposed a lower bounding measure which significantly speeds up the calculation of DTW. To avoid the excessive distortion of DTW, Vlachos et al. [40] suggested a constraint of the longest common subsequence (LCSS) by assigning weights to different points. Chen et al. [7] introduced an edit distance on real sequence (EDR), which is robust (ERP) and Marteau [34] proposed an alignment-based distance metric, called time warp edit distance (TWED). Both of them satisfy the triangle inequality and are effective in measuring the dissimilarity between time series.

Using the existing distance measures, the nearest neighbor classification (NNC) framework is usually used for time series classification. Let the vector \( y \) be the test sample and the sample matrix \( X = [X_1, X_2, \ldots, X_K] \) be the training data matrix, where \( X_i = [x_{i1}, x_{i2}, \ldots, x_{in_i}] \) is the sample matrix of class \( C_i \), and \( x_{ij} \) denotes the \( j \)th training sample of class \( C_i \). Given a distance measure \( d(x, y) \), NNC [11] defines the distance of \( y \) to class \( C_i \), as the minimum distance of \( d(y, x_{ij}) \) \( j = 1, \ldots, n_i \), and then \( y \) belongs to the class corresponding to the minimum of \( d(y, C_i) \) \( i = 1, \ldots, K \), making the distance measure critical for NNC-based classification and clustering [11,21,28].

Despite its popularity, the high dimensionality of samples and the limited size of training sets degrade the performance of NNC for time series classification. In recent years, a class of sparse representation based classifiers (SRC) [42,51] and collaborative representation based classifiers (CRC) [52] have been developed. SRC and CRC can achieve promising performance in many applications, such as face recognition [42,52], image classification [14], and traffic sign recognition [29]. SRC and CRC first assign a coefficient \( x_{ij} \) for each training sample \( x_y \), and then define the distance of \( y \) to the \( i \)th class \( C_i \) as \( d(y, C_i) = \| y - \sum x_{ij} x_{ij} \| \), where \( \| \cdot \| \) is some vector norm. When the size of the training set is limited, SRC and CRC can jointly utilize all the training samples from class \( C_i \) to compute \( d(y, C_i) \), and usually achieve higher classification accuracy than conventional NNC methods. Zhang et al. [52] provided some geometric explanations of the working mechanism of SRC/CRC. To further enhance the discriminative ability and computational efficiency, researchers studied the dictionary learning problem by learning a set of atoms from the training set in both the unsupervised [1,46] and the supervised [14,32,31,54,45,19] manner.

In the field of time series classification, however, little attention has been given to the SRC/CRC based approaches. One possible reason may be that SRC/CRC operate in linear space while \( d(y, C_i) \) is computed based on the Euclidean distance. But for time series classification, Euclidean distance is sensitive to time warping and may achieve poor classification performance. Moreover, dictionary learning of time series is another challenging task. Recently, kernel SRC [15,53,47] and kernel dictionary learning [35,36] approaches have been proposed, which makes it possible to overcome the difficulties of applying SRC to time series classification.

In this paper, the application of sparse representation based classifiers to time series classification was investigated. First, by introducing a family of Gaussian elastic matching kernels, time series were embedded into an implicit reproducing kernel Hilbert space, which allowed the use of kernel SRC for time series classification. Second, based on Gaussian elastic matching kernels, the kernel KSVD algorithm for unsupervised dictionary learning of time series was used, making kernel SRC computationally efficient and scalable. Third, by incorporating class label information, a kernel version of the label consistent KSVD method (Kernel LC-KSVD) was proposed to further improve the discriminative capability of the learned dictionary. Finally, experimental results showed that, compared with NNC, significant improvement can be obtained by using the proposed kernel sparse representation based approaches. Moreover, the proposed kernel LC-KSVD method is more efficient because of the enhancement of the computational efficiency.

The remainder of the paper is organized as follows. In Section 2, a brief survey of the related work such as SRC and KSVD is provided. In Section 3, several Gaussian elastic matching kernels are introduced, and then kernel SRC is used for time series classification. In Section 4, the kernel KSVD algorithm is used for unsupervised dictionary learning, and then a kernel LC-KSVD method for supervised dictionary learning is proposed. In Section 4, the experimental results of the proposed methods are presented. Finally, Section 5 gives some concluding remarks.

2. Related work

2.1. Sparse representation-based classification

Denote \( y \) as the test sample and \( X = [X_1, X_2, \ldots, X_K] \) as the training data matrix, where \( X_i = [x_{i1}, x_{i2}, \ldots, x_{in_i}] \) is the sample matrix of class \( C_i \), \( x_{ij} \) is the \( j \)th training sample from class \( C_i \), and \( n_i \) stands for the total number of training samples of class \( C_i \). Motivated by the compressed sensing theory [4,5,10], Wright et al. [42] proposed a sparse representation based classifier (SRC), where the test sample \( y \) is approximated by a linear combination of training samples from all classes with the \( l_1 \)-norm sparsity regularization:
\[
(z) = \arg \min_x \left\{ \|y - Xz\|^2_x + \lambda \|z\|_1 \right\},
\]

where \(x = [x_1, \ldots, x_i, \ldots, x_k] \) and \(z \) is the coding vector associated with \(X \). With the resolved \(z \), SRC assigns the class label of \(y \) by

\[
\text{Label}(y) = \arg \min_c \{d(y, C_i) = \|y - Xz_i\|_2 \}.
\]

Wright et al. used second-order cone programming or LASSO to solve this \(l_1\)-minimization problem [42]. Recently, Yang et al. [44] conducted a comparative study on several \(l_1\)-minimization solvers: the augmented Lagrangian method (ALM), interior-point method, fast gradient based methods, and homotopy. In addition to the \(l_1\)-norm regularizer, other forms of sparsity regularization [52,18,43,49] such as \(l_2\)-norm [52] and group sparsity [18] were studied for sparse representation based classification.

To capture the nonlinear similarity between samples, the kernel sparse representation method was developed [15,53,47]. Given the nonlinear mapping function \(\Phi(x)\), the inner product in the implicit reproducing kernel Hilbert space (RKHS) can be defined by

\[
K(x, y) = \langle \Phi(x), \Phi(y) \rangle.
\]

Let \(\Phi_i = [\Phi(x_{i,1}), \Phi(x_{i,2}), \ldots, \Phi(x_{i,n})]\) and \(\Phi = [\Phi_1, \Phi_2, \ldots, \Phi_k]\). Kernel SRC was proposed to solve the following \(l_1\)-minimization problem:

\[
(z) = \arg \min_x \left\{ \|\Phi(y) - \Phi z\|^2_x + \lambda \|z\|_1 \right\}.
\]

By introducing the kernel matrix \(K = \Phi^T\Phi\) and kernel vector \(k = \Phi^T\Phi(y)\), the problem in Eq. (4) becomes

\[
(z) = \arg \min_x \left\{ z^T K z + 2k^T z + \lambda \|z\|_1 \right\},
\]

which can then be solved by the \(l_1\)-minimization solvers.

2.2. Dictionary learning

SRC can be viewed as a sparse coding problem, where the dictionary is defined as the entire set of training samples such as \(D = X\). However, if the number of the training samples is large, the time of sparse coding rapidly increases. To improve the scalability and discriminative ability of SRC, dictionary learning was investigated to seek an appropriate and concise dictionary for classification. Dictionary learning approaches can be grouped into two categories: unsupervised and supervised dictionary learning. In unsupervised dictionary learning, the target is to find a compact dictionary, where each sample can be sparsely coded by the dictionary. FOCUSS [25], MOD [12], and KSVD [1] are several representative unsupervised methods, where the dictionary \(D\) is obtained by solving an optimization problem such as:

\[
(D, A) = \arg \min_{DA} \|X - DA\|^2_F \text{ s.t } \forall i, \|a_i\|_0 \leq T_0.
\]

where \(a_i\) denotes the \(i\)th column of \(A\), \(\| \cdot \|_0\) denotes the \(l_0\)-norm which counts the number of non-zero elements of a vector, and \(\| \cdot \|_F\) denotes the Frobenius norm. Dictionary learning is a non-convex optimization problem, and most algorithms learn the dictionary \(D\) by iterating between updating \(A\) and updating \(D\).

Supervised dictionary learning aims to learn a discriminative dictionary from the training set \(X\) by incorporating the class label information. Several supervised dictionary learning approaches such as discriminative KSVD [54], task-driven dictionary learning [31], Fisher discrimination dictionary learning [45], and label-consistent KSVD (LC-KSVD) [19,20] have been proposed. The loss function of supervised dictionary learning generally includes both a reconstruction term and a discrimination term. For example, the loss function of LC-KSVD is defined as

\[
(D, W, B, A) = \arg \min_{D, W, B, A} \left\| X - DA \right\|^2_F + \alpha \|Q - BA\|^2_F + \beta \|H - WA\|^2_F \text{ s.t } \forall i, \|a_i\|_0 \leq T_0.
\]

where \(W\) is the classification parameters, \(A\) is the discriminative sparse codes of the input samples \(X\), \(\alpha\) and \(\beta\) control the relative contribution of the two discrimination terms, and the matrices \(Q\) and \(H\) are defined based on the class label information. The model in Eq. (7) can be reformulated as

\[
(D, W, B, A) = \arg \min_{D, W, B, A} \left\| \frac{X}{\sqrt{\alpha Q}} - \left( \frac{D}{\sqrt{\beta B}} \right) \right\|^2_F \text{ s.t } \forall i, \|a_i\|_0 \leq T_0,
\]

and can be efficiently solved using the existing K-SVD solver. Please refer to [19,20] for more details on LC-KSVD.
3. SRC with the Gaussian elastic matching kernel

Although time series can be simply represented as a 1D vector, the conventional SRC in Eq. (1) usually cannot achieve satisfactory classification performance due to the property of time warping and high dimensionality of the data. Motivated by the success of elastic matching methods, the Gaussian RBF kernel can be generalized into a class of Gaussian elastic matching kernel. Then, a SRC with Gaussian elastic matching kernel method for time series classification is suggested.

3.1. Gaussian elastic matching kernel

Given two samples $\mathbf{x}$ and $\mathbf{y}$, the Gaussian RBF kernel is defined as

$$K(\mathbf{x}, \mathbf{y}) = \exp \left( - \frac{|\mathbf{x} - \mathbf{y}|^2}{\sigma^2} \right).$$

(9)

where $\sigma$ is the hyper-parameter of the Gaussian RBF kernel, $|\mathbf{x} - \mathbf{y}|^2$ is the square of the Euclidean distance between $\mathbf{x}$ and $\mathbf{y}$. Motivated by the success of elastic matching methods, a class of Gaussian elastic matching kernels was produced by substituting the Euclidean distance with the elastic distance measures such as DTW, ERP, and TWED.

3.1.1. Gaussian DTW kernel

Dynamic time warping (DTW) [3,21] is widely applied in time series classification and clustering. Given two time series $\mathbf{x} = [x_1, x_2, \ldots, x_m]$ and $\mathbf{y} = [y_1, y_2, \ldots, y_n]$, where $x_i(y_i)$ denotes the $i$th element of the time series $\mathbf{x(}\mathbf{y}\mathbf{)}$, the DTW distance between $\mathbf{x}$ and $\mathbf{y}$ is recursively defined as

$$d_{dtw}(\mathbf{x}^m, \mathbf{y}^n) = |x_m - y_n| + \min \left\{ \begin{array}{ll} d_{dtw}(\mathbf{x}^{m-1}, \mathbf{y}^n), & \text{if } m > 0 \\ d_{dtw}(\mathbf{x}^m, \mathbf{y}^{n-1}), & \text{otherwise} \end{array} \right.$$  

(10)

where $\mathbf{x}^0 = (x_p, x_{p+1}, \ldots, x_q)$ denotes the subsequences of $\mathbf{x}$. By replacing the Euclidean distance in the Gaussian RBF kernel with the DTW distance, the Gaussian DTW kernel is defined as

$$K_{dtw}(\mathbf{x}, \mathbf{y}) = \exp \left( - \frac{d_{dtw}(\mathbf{x}, \mathbf{y})^2}{\sigma^2} \right).$$

(11)

The Gaussian DTW kernel had been studied in the support vector machine framework, but inconsistent classification performance was reported, partially because the Gaussian DTW kernel is not a positive semi-definite (PSD) kernel [38,16,17].

3.1.2. Gaussian ERP kernel

The edit distance with real penalty (ERP) [6] is a combination of the $l_1$ norm and the edit distance, which is a distance metric robust against time shifts. Given two time series $\mathbf{x} = [x_1, x_2, \ldots, x_m]$ and $\mathbf{y} = [y_1, y_2, \ldots, y_n]$, the ERP distance is recursively defined as

$$d_{erp}(\mathbf{x}^m, \mathbf{y}^n) = \begin{cases} \sum_{i=1}^{\min(m,n)} |x_i - g|, & \text{if } n = 0 \\ \min \left\{ d_{erp}(\mathbf{x}^{m-1}, \mathbf{y}^n) + |x_m - g|, \right. \\ \left. d_{erp}(\mathbf{x}^m, \mathbf{y}^{n-1}) + |x_m - y_n|, \text{ otherwise,} \right\} \right. \\ \sum_{i=1}^{\min(m,n)} |y_i - g|, & \text{if } m = 0 \end{cases}$$  

(12)

where $g$ stands for the constant with the default value 0 [6]. Similarly, the Gaussian ERP kernel [50] is defined as

$$K_{erp}(\mathbf{x}, \mathbf{y}) = \exp \left( - \frac{d_{erp}(\mathbf{x}, \mathbf{y})^2}{\sigma^2} \right).$$

(13)

3.1.3. Gaussian TWED kernel

Marteau proposed the time warp edit distance (TWED) [34] by considering the time stamp factors of time series and applying the point pattern matching procedure [33] (PPM) to address time warping. TWED is also a distance metric. By taking account time stamps, the time series are represented by $\mathbf{x} = [(x_1, t_{x_1}), (x_2, t_{x_2}), \ldots, (x_m, t_{x_m})]$ and $\mathbf{y} = [(y_1, t_{y_1}), (y_2, t_{y_2}), \ldots, (y_n, t_{y_n})]$, where $t_{x_i}(t_{y_i})$ stands for the time stamp of element $x_i(y_i)$. For any time series with $t_{x_i} < t_{y_i}$ and $\forall i < j$, the TWED distance between $\mathbf{x}$ and $\mathbf{y}$ is recursively defined as
where $\gamma$ and $\lambda$ are two non-negative constants. By substituting the Euclidean distance in the Gaussian RBF kernel with the TWED distance, the Gaussian TWED kernel is defined as

$$K_{\text{twed}}(x, y) = \exp\left(-\frac{d_{\text{twed}}(x, y)^2}{\sigma^2}\right).$$

(15)

3.2. Kernel SRC based time series classification

Denote $y$ as the test sample and $X = [X_1, X_2, \ldots, X_K]$ as the training data matrix, where $X_i = [x_{i1}, x_{i2}, \ldots, x_{ini}]$, $i = 1, 2, \ldots, K$ is the sample matrix of class $C_i$, $n_i$ stands for the number of training samples in class $C_i$, and $x_{ij}$ denotes the $j$th training time series of class $C_i$. The kernel function is defined as $K(x, y) = \langle\phi(x), \phi(y)\rangle$, where $\phi(x)$ stands for the corresponding nonlinear mapping function of $x$. In kernel SRC, the dictionary is defined as $\Phi = [\Phi_1, \Phi_2, \ldots, \Phi_K]$, where $\Phi_i = [\phi(x_{i1}), \phi(x_{i2}), \ldots, \phi(x_{ini})]$. Given a test sample $y$, the following kernel sparse representation model for time series classification was used:

$$\hat{z} = \arg\min_{z} \left\{ \|\phi(y) - \phi(z)\|_2^2 \right\}, \text{ s.t. } \|z\|_0 \leq T_0,$$

(16)

where $\hat{z} = [\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_K]^T$ is the optimal solution. After obtaining $\hat{z}$, SRC assigns the class label of $y$ by using the following rule

$$\text{Label}(y) = \arg\min_{i} \|\phi(y) - \phi(z)_i\|_2.$$ 

(17)

By introducing the kernel matrix $K = \Phi^T \Phi$ and kernel vector $k = \Phi^T \phi(y)$, the kernel orthogonal matching pursuit (OMP) algorithm [36] was modified to solve the kernel sparse representation model in Eq. (16). Let $\hat{z}$ be the current estimate of $z$, and $I_s$ be the set of indices of selected atoms. The residue $r_s$ is defined as

$$r_s = \phi(y) - \Phi \hat{z}.$$ 

(18)

The first step of kernel OMP is the projection of the residual to each of the remaining atoms,

$$\tau_i = \langle r_s, \phi(x_i) \rangle = K(y, x_i) - \sum_{j \in I_s} K(x_j, x_i) z_j, i \notin I_s.$$ 

(19)

Let

$$i_{\max} = \arg\max |\tau_i|.$$ 

(20)

The kernel OMP simply updates the set of indices $I_{s+1} = I_s \cup i_{\max}$ and updates $\hat{z}_{s+1}$ by

$$\hat{z}_{s+1} = K^{-1}_{s+1} k_{s+1},$$ 

(21)

where $K_{s+1}$ is the sub-matrix of $K$ based on the index set $I_{s+1}$, and $k_{s+1}$ is the sub-vector of $k$ based on the index set $I_{s+1}$. Finally, the kernel OMP algorithm for kernel sparse representation is summarized in Algorithm 1.

Given one test sample for the first class in the Face (Four) dataset, by applying the Gaussian ERP kernel, Fig. 1 shows the coding coefficients of kernel SRC on 24 training samples and the distance to each class. It can be seen that the coding coefficients corresponding to the first class are relatively significant, and the distance to the first class is 0.0577, which is much
smaller than those to the other classes. From Fig. 1, most coefficients of the other classes are zeros (compared to the first class, coefficients from other classes are much smaller), which indicates the effectiveness of kernel SRC.

**Algorithm 1.** Kernel OMP for kernel sparse representation

```
Input: time series y, training set X, T0
Output: \( \hat{z} \)
1. Initialize \( s = 0, I_0 = \emptyset, \hat{z}_0 = 0 \)
2. While \( s < T_0 \)
3. \( t_i = K(y, x_i) - \sum_{j \in I_s} K(x_i, x_j)z_j, i \notin I_s \)
4. \( i_{\text{max}} = \arg \max |t_i| \)
5. Update the index set: \( I_{s+1} = I_s \cup i_{\text{max}} \)
6. \( \hat{z}_{s+1} = K_{s+1}^{-1} z_{s+1} \)
7. \( s = s + 1 \)
8. End while
9. \( \hat{z}_i(j) = \hat{z}_s(j) \) for \( \forall j \in I_s \), and otherwise zero.
```

3.3. Discussion

Because of time distortion, conventional sparse representation performed in the Euclidean space cannot work well for time series classification. Considering the success of elastic matching methods such as DTW, ERP, and TWED, a class of Gaussian elastic matching kernel was introduced. Based on the Gaussian elastic matching kernel, a kernel SRC model together with a kernel OMP algorithm was proposed. By substituting the Euclidean distance with the elastic distance measure, the Gaussian matching kernel utilized kernel SRC to suppress the adverse influence of time drift.

It should be noted that the Gaussian elastic matching kernel cannot be guaranteed to be a positive definite symmetric (PDS) kernel. Empirical studies by Lei and Sun showed that the Gaussian DTW kernel is not PDS acceptable to support vector machine [26]. Experimental results showed that in some cases SVM with the Gaussian DTW kernel even performed poorer than SVM with the Gaussian RBF kernel or NNC with DTW. Fortunately, as shown in our previous studies [50], the Gaussian elastic matching kernel based on elastic metric (ERP or TWED) generally satisfied the PDS property. Moreover, even the Gaussian elastic matching kernel is not PDS, the proposed modification methods [8] can make the non-PDS kernel acceptable to kernel SRC. In practice, first whether \( K \) or \( K_n \) are PDS is checked. If \( K \) or \( K_n \) is not PDS, then non-PDS \( K \) or \( K_n \) is replaced with the proper PDS matrices by using the spectrum clip method [8].

4. Unsupervised and supervised dictionary learning of time series

Dictionary learning makes the SRC model in Eq. (16) applicable to a large scale training set, and enhances the discrimination of the dictionary. In this section, first a kernel KSVD with Gaussian elastic matching kernel for unsupervised dictionary learning is introduced, and then a kernel LC-KSVD method for supervised dictionary learning is proposed.

4.1. Kernel KSVD for unsupervised dictionary learning

In the sparse representation model in Eq. (16), the dictionary is simply the whole set of training samples. In this subsection, the kernel KSVD algorithm [35] is used to learn a more representative dictionary. Given the training set \( X \) of \( n \) samples, the goal of kernel KSVD is to learn a dictionary \( \Phi(D) \) of \( m \) atoms by solving the following optimal problem,

\[
(D, A) = \arg \min_{D, A} \left\{ \| \Phi(X) - \Phi(D)A \|_F^2 \right\}, \quad \text{s.t.} \| a_i \|_0 \leq T_0.
\]  

(22)

where \( a_i \) is the \( i \)th column of matrix \( A \). To make the model easy to solve, it is assumed that the dictionary atom is represented by a linear combination of the training samples such as \( \Phi(D) = \Phi(X)B \), where \( B \) is the \( n \times m \) atom representation dictionary. Thus, the kernel KSVD model is reformulated as

\[
(B, A) = \arg \min_{B, A} \left\{ \| \Phi(X) - \Phi(X)BA \|_2^2 \right\}, \quad \text{s.t.} \| a_i \|_0 \leq T_0.
\]  

(23)

The proposed kernel dictionary learning method [35] is used to learn the dictionary by iterating between the updating of the coding coefficients \( A \) and the updating of the dictionary \( B \).

4.1.1. Updating \( A \) via kernel OMP

Given the atom representation dictionary \( B, A \) is updated by solving \( n \) independent sparse coding problems,

\[
(a_i) = \arg \min_{D, A} \left\{ \| \Phi(x_i) - \Phi(x_i)BA \|_2^2 \right\}, \quad \text{s.t.} \| a_i \|_0 \leq T_0.
\]  

(24)
Let \( \hat{\mathbf{z}}_t \) be the current estimate of \( \hat{\mathbf{z}} \) and \( I_t \) be the set of indices of selected atoms. The residue \( \mathbf{r}_t \) is defined as

\[
\mathbf{r}_t = \Phi(\mathbf{y}) - \Phi \hat{\mathbf{B}} \hat{\mathbf{z}}.
\]

(25)
The first step of KOMP is the projection of the residual to each of the remaining atoms,

\[
\tau_i = \langle \mathbf{r}_t, \Phi(\mathbf{x}_i) \rangle = K^T \mathbf{b}_i - \mathbf{a}_i^T \mathbf{K} \mathbf{b}_i, \quad i \notin I_t.
\]

(26)

Let

\[
i_{\text{max}} = \arg\max |\tau_i|.
\]

(27)
The kernel OMP simply updates the set of indices \( I_{t+1} = I_t \cup i_{\text{max}} \) and constructs the sub-matrix \( \mathbf{K}_{s+1} \). If \( \mathbf{K}_{s+1} \) is not semi-positive definite, a semi-positive definite approximation is used by solving the following problem,

\[
\hat{\mathbf{K}}_{s+1} = \arg \min_{\mathbf{K}} \| \mathbf{K} - \mathbf{K}_{s+1} \|_2^2.
\]

(28)

According to Chen et al. [8], \( \hat{\mathbf{K}}_{s+1} \) can be easily obtained using the spectrum clipping operator. Based on \( \hat{\mathbf{K}}_{s+1} \), \( \hat{\mathbf{z}}_{s+1} \) is updated by,

\[
\hat{\mathbf{z}}_{s+1} = \hat{\mathbf{K}}_{s+1}^T \hat{\mathbf{a}}_{s+1}.
\]

(29)

where \( \mathbf{k}_{s+1} \) is the sub-vector of \( \mathbf{k} \) based on the index set \( I_{s+1} \). This procedure is repeated until \( T_0 \) atoms are selected.

4.1.2. Dictionary updating

In the dictionary update phase, first the spectrum clipping operator on \( \mathbf{K} \) is used to obtain a PDS approximation \( \hat{\mathbf{K}} \). Denoting \( \mathbf{b}_k \) by the \( k \)-th column of \( \mathbf{B} \) and \( \mathbf{a}_q \) the \( q \)-th row of \( \mathbf{A} \), the error matrix \( \mathbf{E}_k \) is computed as

\[
\mathbf{E}_k = \left( I - \sum_{j \neq k} \mathbf{b}_j \mathbf{a}_j \right).
\]

(30)

Let \( \omega_k \) be the group of examples that use the \( k \)-th atom and \( \mathbf{\Omega}_k \) be an \( n \times |\omega_k| \) matrix with \( \mathbf{\Omega}_k(\omega_k(i), i) = 1 \) and zero elsewhere. The column reduced error matrix is then obtained by \( \mathbf{E}_k^\omega = \mathbf{E}_k \mathbf{\Omega}_k \). By applying SVD to \( \mathbf{E}_k^\omega \mathbf{K} \mathbf{E}_k^\omega \),

\[
\left( \mathbf{E}_k^\omega \right)^T \mathbf{K} \mathbf{E}_k^\omega = \mathbf{V} \mathbf{\Lambda} \mathbf{V}^T.
\]

(31)

\( \mathbf{a}_k \) is updated by

\[
\mathbf{a}_k = (\lambda_1)^{-1/2} \mathbf{E}_k^\omega \mathbf{v}_1,
\]

(32)

where \( \lambda_1 \) is the first eigenvalue and \( \mathbf{v}_1 \) is the first eigenvector. This procedure is repeated until all the \( m \) atoms are updated.

4.2. Kernel label consistent K-SVD for supervised dictionary learning

To further enforce the compactness and discrimination of the dictionary, a kernel label consistent K-SVD (LC-KSVD) algorithm is proposed. Using the Gaussian elastic matching kernel, the loss function of kernel LC-KSVD is defined as

\[
< \mathbf{D}, \mathbf{W}, \mathbf{U}, \mathbf{A} > = \arg \min_{\mathbf{D}, \mathbf{W}, \mathbf{U}, \mathbf{A}} \| \Phi(\mathbf{X}) - \Phi(\mathbf{D}) \|_2^2 + \alpha \| \mathbf{Q} - \mathbf{U} \|_2^2 + \beta \| \mathbf{H} - \mathbf{W} \|_2^2, \| \mathbf{a}_i \|_0 \leq T_0.
\]

(33)

The first term is the standard dictionary learning model. In the second term, \( \mathbf{Q} = [\mathbf{q}_1, \mathbf{q}_2, \ldots, \mathbf{q}_n] \), \( n \) is the number of training samples in \( \mathbf{X} \), and \( \mathbf{q}_i \) is a discriminative sparse code corresponding to the \( i \)-th training sample. If the training sample \( \mathbf{x}_i \) shares the same label with dictionary atom \( \Phi(\mathbf{d}_j) \), the \( j \)-th element of \( \mathbf{q}_i \) will be one and otherwise zero. In the third term, \( \mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_s] \), where \( \mathbf{h}_i \) is a label vector corresponding to \( \mathbf{x}_i \). If \( \mathbf{x}_i \) belongs to the \( k \)-th class, the \( k \)-th element of \( \mathbf{h}_i \) will be one and otherwise zero. Also, \( \alpha \) and \( \beta \) are two non-negative parameters, and \( \mathbf{U} \) and \( \mathbf{W} \) are two transformation matrices to be learned.

The kernel LC-KSVD model can be equivalently formulated as

\[
< \mathbf{D}, \mathbf{W}, \mathbf{U}, \mathbf{A} > = \arg \min_{\mathbf{D}, \mathbf{W}, \mathbf{U}, \mathbf{A}} \left\| \frac{\Phi(\mathbf{X})}{\sqrt{\alpha \mathbf{Q}}} - \left( \frac{\Phi(\mathbf{D})}{\sqrt{\alpha \mathbf{U}}} \right) \mathbf{A} \right\|_F, \| \mathbf{a}_i \|_0 \leq T_0.
\]

(34)

By introducing an implicit mapping

\[
\mathbf{\Psi} \left( \frac{\sqrt{\alpha \mathbf{Q}}}{\sqrt{\beta \mathbf{H}}} \right) = \left( \frac{\Phi(\mathbf{X})}{\sqrt{\alpha \mathbf{Q}}} \right) \mathbf{A},
\]

(35)
the corresponding kernel function is defined as
\[
K'(\left(\frac{x_i}{\sqrt{\beta q_i}}, \frac{x_j}{\sqrt{\beta q_j}}\right) = \left(\psi\left(\frac{x_i}{\sqrt{\beta q_i}}\right), \psi\left(\frac{x_j}{\sqrt{\beta q_j}}\right)\right) = K(x_i, x_j) + \alpha(q_i, q_j) + \beta(h_i, h_j).
\]
(36)

Let \(z = [x_i^T, \sqrt{\beta q_i^T}, \sqrt{\beta h_i}^T]^T\). The kernel LC-KSVD model can then be formulated as,
\[
< B, A > := \arg\min_{B, A} \|\Phi(Z) - \Phi(Z)BA\|^2_F \quad \text{s.t. } \|a\|_0 \leq T, \forall i.
\]
(37)

which can be solved by using the kernel KSVD algorithm introduced in Section 4.1. Once \(B\) is obtained, \(U\) and \(W\) can be acquired via
\[
U = QB, W = HB,
\]
respectively.

In the classification stage, given the test sample \(y\), first the sparse representation problem is solved by
\[
\hat{a} = \arg\min_a \left\{||\Phi(y) - \Phi(X)Ba||^2 \right\} \quad \text{s.t. } \|a\|_0 \leq T_0,
\]
(38)

and then \(y\) is classified based on the following rule:
\[
j = \arg\max_l \{I = W\hat{a}\},
\]
(39)

where \(I\) is the \(K \times 1\) class label vector.

5. Experimental results

In this section, a series of experiments were conducted to assess the proposed methods using the UCR time series datasets [22,23] from two aspects: classification error rate and computational cost. Sixteen data sets were used in the experiments, four of which were two-class tasks and the rest were multi-class problems. Each dataset consists of a training subset and a test subset. Table 1 provides a brief summary of the datasets.

5.1. Classification results and analysis

Using the classification error rate as the performance indicator, the proposed methods were compared with the state-of-the-art algorithms based on the nearest neighbor classifier, including NNC with Euclidean (1NN-ED), NNC with DTW (1NN-DTW), NNC with ERP (1NN-ERP), and NNC with TWED (1NN-TWED). The proposed methods were grouped into three categories. The first one was based on the kernel SRC model where the dictionary is the entire set of the training samples, and three kernel SRC methods, SRC with Gaussian DTW kernel (SRC-DTW), SRC with Gaussian ERP kernel (SRC-ERP), and SRC with TWED kernel (SRC-TWED) were evaluated. The second category was based on kernel KSVD, where the dictionary is learned using the kernel KSVD algorithm in the unsupervised way, and three KSVD approaches, kernel KSVD with Gaussian DTW kernel (KSVD-DTW), kernel KSVD with Gaussian ERP kernel (KSVD-ERP), and kernel KSVD with Gaussian TWED kernel (KSVD-TWED) were evaluated. The third category was based on the kernel label consistent KSVD algorithm, where the dictionary is learned in the supervised manner, and three kernel LC-KSVD approaches, LC-KSVD with Gaussian DTW kernel (LC-KSVD-DTW), LC-KSVD with Gaussian ERP kernel (LC-KSVD-ERP), and LC-KSVD with Gaussian TWED kernel (LC-KSVD-TWED) were evaluated.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Class</th>
<th>Length</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiac</td>
<td>37</td>
<td>176</td>
<td>390</td>
</tr>
<tr>
<td>Beef</td>
<td>5</td>
<td>470</td>
<td>30</td>
</tr>
<tr>
<td>CBF</td>
<td>3</td>
<td>128</td>
<td>30</td>
</tr>
<tr>
<td>Coffee</td>
<td>2</td>
<td>286</td>
<td>28</td>
</tr>
<tr>
<td>ECG200</td>
<td>2</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>Face(All)</td>
<td>14</td>
<td>131</td>
<td>560</td>
</tr>
<tr>
<td>Face(Four)</td>
<td>4</td>
<td>350</td>
<td>24</td>
</tr>
<tr>
<td>FISH</td>
<td>7</td>
<td>463</td>
<td>175</td>
</tr>
<tr>
<td>Gun-point</td>
<td>2</td>
<td>150</td>
<td>50</td>
</tr>
<tr>
<td>Lighting2</td>
<td>2</td>
<td>60</td>
<td>61</td>
</tr>
<tr>
<td>Lighting7</td>
<td>7</td>
<td>319</td>
<td>70</td>
</tr>
<tr>
<td>Olive oil</td>
<td>4</td>
<td>570</td>
<td>30</td>
</tr>
<tr>
<td>Swedish leaf</td>
<td>15</td>
<td>128</td>
<td>500</td>
</tr>
<tr>
<td>Synthetic control</td>
<td>6</td>
<td>60</td>
<td>300</td>
</tr>
<tr>
<td>Trace</td>
<td>4</td>
<td>275</td>
<td>100</td>
</tr>
<tr>
<td>Two patterns</td>
<td>4</td>
<td>128</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 1 Attributes of the UCR time series datasets.
were evaluated. The codes of the proposed methods are available at: https://github.com/voidman2009/Kernel-Sparse-Representation/tree/master/KernelKSVD\%20for\%20time\%20series.

Table 2 lists the classification error rates of all the methods on these 16 data sets. Generally, the proposed sparse representation based classification methods were superior to the state-of-the-art nearest neighbor classifiers. For example, SRC-ERP can achieve lower error rates than 1NN-ERP on 14 data sets. Only on the CBF dataset, 1NN-ERP was 0.001 lower than SRC-ERP. For all the 16 data sets, KSVD-TWED always obtained a lower or equal error rate than 1NN-TWED. It is

Table 2
Classification error rates obtained by the conventional 1NN classifier with different distance measures and the sparse representation methods with different Gaussian elastic kernels.

<table>
<thead>
<tr>
<th>Method</th>
<th>ED</th>
<th>DTW</th>
<th>ERP</th>
<th>TWED</th>
<th>DTW</th>
<th>ERP</th>
<th>TWED</th>
<th>DTW</th>
<th>ERP</th>
<th>TWED</th>
<th>DTW</th>
<th>ERP</th>
<th>TWED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NN-ED</td>
<td>0.389</td>
<td>0.396</td>
<td>0.378</td>
<td>0.376</td>
<td>0.412</td>
<td>0.376</td>
<td>0.373</td>
<td>0.412</td>
<td>0.332</td>
<td>0.284</td>
<td>0.427</td>
<td>0.402</td>
<td>0.409</td>
</tr>
<tr>
<td>1NN-DTW</td>
<td>0.467</td>
<td>0.500</td>
<td>0.500</td>
<td>0.533</td>
<td>0.433</td>
<td>0.400</td>
<td>0.333</td>
<td>0.300</td>
<td>0.233</td>
<td>0.300</td>
<td>0.300</td>
<td>0.300</td>
<td>0.300</td>
</tr>
<tr>
<td>1NN-ERP</td>
<td>0.148</td>
<td>0.003</td>
<td>0.003</td>
<td>0.007</td>
<td>0.007</td>
<td>0.003</td>
<td>0.000</td>
<td>0.004</td>
<td>0.000</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>1NN-TWED</td>
<td>0.250</td>
<td>0.179</td>
<td>0.250</td>
<td>0.214</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
</tr>
<tr>
<td>SRC-DTW</td>
<td>0.120</td>
<td>0.230</td>
<td>0.130</td>
<td>0.100</td>
<td>0.170</td>
<td>0.130</td>
<td>0.080</td>
<td>0.180</td>
<td>0.120</td>
<td>0.070</td>
<td>0.150</td>
<td>0.100</td>
<td>0.080</td>
</tr>
<tr>
<td>SRC-ERP</td>
<td>0.286</td>
<td>0.192</td>
<td>0.202</td>
<td>0.189</td>
<td>0.240</td>
<td>0.196</td>
<td>0.191</td>
<td>0.217</td>
<td>0.164</td>
<td>0.127</td>
<td>0.225</td>
<td>0.199</td>
<td>0.205</td>
</tr>
<tr>
<td>SRC-TWED</td>
<td>0.216</td>
<td>0.170</td>
<td>0.102</td>
<td>0.034</td>
<td>0.125</td>
<td>0.045</td>
<td>0.034</td>
<td>0.114</td>
<td>0.080</td>
<td>0.034</td>
<td>0.148</td>
<td>0.080</td>
<td>0.034</td>
</tr>
<tr>
<td>KSVD-DTW</td>
<td>0.217</td>
<td>0.167</td>
<td>0.120</td>
<td>0.057</td>
<td>0.131</td>
<td>0.120</td>
<td>0.057</td>
<td>0.189</td>
<td>0.126</td>
<td>0.057</td>
<td>0.171</td>
<td>0.103</td>
<td>0.057</td>
</tr>
<tr>
<td>KSVD-ERP</td>
<td>0.087</td>
<td>0.093</td>
<td>0.040</td>
<td>0.013</td>
<td>0.090</td>
<td>0.033</td>
<td>0.007</td>
<td>0.073</td>
<td>0.007</td>
<td>0.007</td>
<td>0.073</td>
<td>0.007</td>
<td>0.013</td>
</tr>
<tr>
<td>KSVD-TWED</td>
<td>0.246</td>
<td>0.131</td>
<td>0.148</td>
<td>0.131</td>
<td>0.164</td>
<td>0.164</td>
<td>0.131</td>
<td>0.230</td>
<td>0.180</td>
<td>0.131</td>
<td>0.180</td>
<td>0.115</td>
<td>0.115</td>
</tr>
<tr>
<td>SRC-ED</td>
<td>0.425</td>
<td>0.274</td>
<td>0.301</td>
<td>0.247</td>
<td>0.233</td>
<td>0.301</td>
<td>0.205</td>
<td>0.205</td>
<td>0.178</td>
<td>0.178</td>
<td>0.205</td>
<td>0.192</td>
<td>0.192</td>
</tr>
<tr>
<td>SRC-DTW</td>
<td>0.133</td>
<td>0.133</td>
<td>0.167</td>
<td>0.167</td>
<td>0.167</td>
<td>0.133</td>
<td>0.133</td>
<td>0.133</td>
<td>0.133</td>
<td>0.133</td>
<td>0.133</td>
<td>0.133</td>
<td>0.100</td>
</tr>
<tr>
<td>SRC-ERP</td>
<td>0.213</td>
<td>0.210</td>
<td>0.120</td>
<td>0.104</td>
<td>0.210</td>
<td>0.100</td>
<td>0.099</td>
<td>0.150</td>
<td>0.075</td>
<td>0.090</td>
<td>0.194</td>
<td>0.101</td>
<td>0.094</td>
</tr>
<tr>
<td>SRC-TWED</td>
<td>0.120</td>
<td>0.007</td>
<td>0.036</td>
<td>0.023</td>
<td>0.013</td>
<td>0.023</td>
<td>0.007</td>
<td>0.010</td>
<td>0.007</td>
<td>0.007</td>
<td>0.013</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>LC-KSVD-DTW</td>
<td>0.240</td>
<td>0.170</td>
<td>0.100</td>
<td>0.050</td>
<td>0.010</td>
<td>0.120</td>
<td>0.010</td>
<td>0.070</td>
<td>0.010</td>
<td>0.010</td>
<td>0.110</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>LC-KSVD-ERP</td>
<td>0.090</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>LC-KSVD-TWED</td>
<td>0.090</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison between the kernel KSVD model and the kernel SRC model. In each sub-graph, the x axis stands for the error rates generated by the kernel KSVD model with a certain Gaussian kernel (DTW, ERP, TWED respectively), and the y axis represents the error rates formed by the kernel SRC model with the same kernel shown on the x-axis. The straight line has a slope of 1.0, so a dot on the line means the identical error rate calculated by the two methods on the same data set, a dot above (or below) the line means the KSVD model performs better (or weaker) than the SRC model on that data set.

Fig. 3. Comparison between the kernel LC-KSVD model and the kernel SRC model. In each sub-graph, the x axis stands for the error rates generated by the kernel LC-KSVD model with a certain Gaussian kernel (DTW, ERP, TWED respectively), the y axis represents the error rates formed by the kernel SRC model with the same kernel shown on the x-axis. The straight line has a slope of 1.0, so a dot on the line means the identical error rate calculated by the two methods on the same data set, a dot above (or below) the line means the LC-KSVD model performs better (or weaker) than the SRC model on that data set.
interesting to point out that compared with ERP and TWED, the improvement of SRC-DTW against 1NN-DTW is relatively weak, which may be explained in that ERP and TWED are distance metrics while DTW is not.

In addition, based on the experimental results, kernel LC-KSVD and kernel KSVD can to some extent achieve better performance than kernel SRC. For example, LC-KSVD-ERP and KSVD-ERP achieved lower classification accuracy than SRC-ERP only on 3 and 4 data sets, respectively. KSVD-TWED showed weakness only on Trace by 0.01 lower than SRC-TWED, but the results generated by LC-KSVD-TWED and SRC-TWED were roughly the same. In order to give a clearer comparison, the performances of these 3 categories of methods were analyzed.

From Fig. 2, it can be seen that KSVD-DTW performs a little better than SRC-DTW. KSVD-ERP is more effectively than SRC-ERP. The KSVD-TWED outperforms SRC-TWED because there is hardly any dot below the line. From Fig. 3, for the Gaussian DTW kernel and the Gaussian ERP kernel, the kernel LC-KSVD model is superior to the kernel SRC model. However, LC-KSVD-TWED and SRC-TWED (the right sub-graph) present similar performance since most of the dots in this sub-graph are close to the straight line.

5.2. Running time

In this section, using the Gaussian TWED kernel, the running time of kernel SRC, kernel KSVD, and kernel LC-KSVD were compared. Fig. 4 shows the running time of these three methods on the 16 data sets. In the classification stage, the procedures of kernel SRC and kernel KSVD are similar. If the size of the dictionary of kernel SRC is the same as that of kernel KSVD, the computational cost of these two methods would be roughly the same. In the training stage, the number of atoms was set be the same as the number of training samples. From Fig. 4, it can be seen that the difference of running time of kernel SRC and kernel KSVD is insignificant. In kernel LC-KSVD, the number of atoms was set much lower than the size of the training set, and the classification rule was simpler than those of kernel SRC and kernel KSVD. Thus, the running time of kernel LC-KSVD was much less than the other methods. Taking both the classification accuracy and running time into account, kernel LC-KSVD is a suitable choice for time series classification.
6. Conclusion

In this paper, the applications of kernel sparse representation based classifiers for time series classification were studied. The introduction of a class of Gaussian elastic matching kernels, the Gaussian DTW kernel, the Gaussian ERP kernel, and the Gaussian TWED kernel, makes it possible to utilize SRC while suppressing the influence of time drift. Both the kernel sparse representation and dictionary learning methods were investigated, and three kernel sparse representation based classifiers, including kernel SRC, kernel KSVD, and kernel LC-KSVD were proposed. Experimental results on the UCR time series datasets showed that the proposed methods can achieve much lower error rates than the state-of-the-art nearest neighbor classifiers, 1NN-DTW, 1NN-ERP, and 1NN-TWED. Moreover, the running time of kernel LC-KSVD was much less than kernel SRC and kernel KSVD. In the future, we will study the construction of elastic PDS kernels and will develop more appropriate discriminative dictionary learning algorithms for time series classification.
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