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Abstract. This paper investigates the local uniqueness of designs of m-circles (lines and circles) in the plane up to inversion under a set of angles of intersection as constraints. This local behavior is studied through the Jacobian of the angle measurements in a form analogous to the rigidity matrix for a framework of points with distance constraints. After showing directly that the complete set of angle constraints on v distinct m-circles gives a matrix of rank 3v − 6, we show that the Jacobian is column equivalent by a geometric correspondence to the rigidity matrix for a bar-and-joint framework in Euclidean 3-space. As a corollary, the complexity of the independence of angle constraints on generic plane circles is the complexity of the old unsolved combinatorial problem of generic rigidity in 3-space. This theory is not known to have a polynomial time algorithm for generic independence that offers a warning about the complexity of general systems of geometric constraints even in the plane.

Our correspondence extends to all dimensions. Angle constraints on spheres in 3-space then match the even more complex first-order theory of frameworks in 4-space. This theory is not predicted to have a polynomial time algorithm for generic points.
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1. Introduction. A standard problem in computer aided design (CAD) is to find stable combinatorial techniques to decide when a set of constraints is independent, and solvable algebraically, in a reasonable time (or real time in parametric CAD programming) [16, 10]. In the study of combinatorial algorithms for independence, the classical example is points and distance in a plane or, equivalently, generic rigidity of plane frameworks. Given a graph, there is a fast combinatorial algorithm to decide the independence of the edges, as distance constraints, for almost all (generic) placements of the vertices as distinct points in the plane [15, 7, 24]. At the other extreme, there are sample problems, including points and distances in 3-space, for which there is no known polynomial time combinatorial algorithm to decide independence [7, 25, 32].

It is of interest to consider other geometric objects beyond points and other geometric constraints beyond distances (e.g., angles) and to discover the combinatorics and the geometry of their independence structure. In this paper, we consider circles of variable radii in the plane, with the angle of intersection of pairs of circles as the constraint. The case of mutually tangent circles, or even lines tangent to circles, are special cases of this problem, as outlined below. This problem of circles of variable radii with angles of intersection (including tangency) is a real problem in practical CAD programming [17, 12, 13]. We describe some new results and some important
connections, which we hope will offer insights for CAD programmers working on this problem, embedded in general systems of constraints.

Of course, answering this combinatorial question is only one step in the process. Once we have a combinatorial algorithm, there is still the problem of determining algebraic methods for solving the constraints for maximal independent sets of constraints and the problem of “special position” in which the constraints that are typically independent become dependent, such as the lengths of the third edge of a collinear triangle for distance constraints. We will not address either of these hard problems in detail in this paper.

Consider the two sets of mutually tangent circles in Figure 1.1. The following question arises: Is there an angle preserving map of the plane (a series of inversions) that carries the three circles on the left onto the three circles on the right preserving tangency? The question can be broadened. Suppose that the constraints on circles are not limited to tangency but include a fixed angle for each designated pair of circles. A similar question can be posed for any design: a set of circles and lines under angle constraints at their intersections.

This problem of uniqueness, which is typical of underlying problems which arise in CAD, is hard once we move to larger sets [14, 16, 17]. As an important analogy, recall that for points in the plane, constrained by distances, the general problem of “global” rigidity (uniqueness up to congruence) is unsolved, and we have no general algorithm which applies to all designs [5, 8].

A simpler problem, which is required for parametric CAD programming, is to test “local uniqueness” of the design—a property that can be predicted using the linear algebra of the Jacobian of the constraints for almost all configurations [4, 16, 23, 32]. The rank of this Jacobian matrix for the constraints, often called the rigidity matrix (for distances) or the constraint matrix (for more general constraints), is determined through two layers of analysis:

1. the combinatorial level, which determines the maximum rank by the combinatorics of which constraints are selected (in our case, a graph with vertices for the circles and an edge for each angle constraint);
2. the geometric level, which describes when the rank of the matrix drops below the maximum in (1).

Whenever the rank is maximal, the linear algebra of the Jacobian predicts whether the design is locally unique or has a continuous path of configurations satisfying the same constraints but which is geometrically inequivalent (section 4.3). Since this maximal rank occurs for “almost all” choices of the objects, this combinatorial theory gives a strong prediction of what will happen in a CAD problem for “generic” circumstances. Moreover, even if a lower rank configuration remained locally unique, the
usual numerical algorithms will become ill-determined in these nongeneric situations. In short, the rank of the Jacobian is a critical factor in any analysis of a design.

For angle constraints among circles and lines, the appropriate geometry is inversive geometry. Under inversions, the set of circles and lines goes to the set of circles and lines, and all angles are preserved. Thus, at best, angle constraints can make a design unique, or locally unique, up to inversion. Because inversive geometry may not be familiar to many readers in CAD, in section 2 we provide a brief introduction to inversions in the plane, including both synthetic and analytic representations. This is followed by an introduction to a representation of the circles as points in $\mathbb{R}^3$ (section 3).

We then present the Jacobian of the system of angle constraints, proving a basic theorem on the minimum number of constraints which makes a design unique up to local inversion: $|E| = 3|V| - 6$ (section 4).

Within this initial analysis, we find a striking similarity to the theory of rigid bar-and-joint frameworks in Euclidean 3-space with the same graph [4, 25, 30, 32]. After a brief recollection of the first-order theory of such frameworks (section 5), we present an unexpected isomorphism between the Jacobian for these three-dimensional frameworks and the constraint matrix for circles and lines with angle constraints in the plane (section 6). This permits the complete transfer of known results as well as longstanding conjectures from the first-order theory of frameworks of points and distances into this first-order theory for circles, lines, and angles (section 7). This complete transfer raises the likelihood that there is no polynomial time algorithm for determining the independence of generic patterns of angle constraints on circles in the plane, in contrast to the desirable model of a $O(|E|^2)$ algorithm offered by points and distances in the plane.

These results extend to all dimensions, giving, for example, a transfer between the first-order theory of spheres and planes in 3-space, constrained by angles, and the first-order theory of bar-and-joint frameworks in Euclidean 4-space (section 8).

To this point, the theory assumes circles with variable radii and only angle constraints. In section 9 we introduce additional constraints to fix some or all of the radii of the circles. An extension of the transfer to 3-space confirms that, with all radii fixed, the theory simplifies to the theory of the centers of the circles with distance constraints replacing the angle constraints. This special case does have fast algorithms. However, when we mix fixed and variable radii (with more than two variable circles), the theory returns to at least the complexity of spatial rigidity.

Beneath this first-order isomorphism with Euclidean frameworks lies a stronger isomorphism between the inversive theory of $m$-circles constrained by angles in the plane and the congruence theory of planes in hyperbolic 3-space constrained by (hyperbolic) angles—or, dually, the theory of ideal points in hyperbolic space, constrained by hyperbolic distance. This correspondence applies beyond the first order to all levels of rigidity and flexibility and is presented in [21]. These isomorphic theories then share a common first-order isomorphism with Euclidean and spherical frameworks, which is explored in detail in [21]. While some aspects of this correspondence of plane circles and hyperbolic geometry are well known, there remain new insights to be extracted. It may be a surprise to people in CAD programming that simple plane and 3-space CAD contains, as a subset, the theory of planes and hyperplanes with angle constraints in hyperbolic 3- and 4-space.

This study continues a series of papers which investigate constraints among points, lines, and circles in the plane [2, 21, 22, 33]. One central problem is appropriate algorithms for “generic” behavior of configurations of objects and constraints. The
results in this paper emphasize that there are plane problems that, unlike simple distance constraints in the plane, have a complexity that may not be polynomial. We offer further observations and unsolved problems in section 10.

2. Circles in the inversive plane. While people familiar with hyperbolic geometry and inversive geometry will be familiar with all the material in this section, we feel it is important to make this paper more self-contained for workers in CAD programming.

2.1. The plane model. Plane inversive geometry is the underlying geometry in this investigation, so this section will recall the definition and some useful results. Our two primary sources for these sections are [18, 34]. While this paper will focus on the plane, we will indicate how the results generalize directly to \(n\) dimensions \(n \geq 1\) in section 8. The interested reader can find a nice treatment of inversive geometry in \(n\)-dimensional space in [34].

Let \(C\) be a circle centered at an arbitrary point \(o\) with radius \(r\) and \(p\) a point different from \(o\). Then to the point \(p\) associate the point \(p'\) on the ray \(\overrightarrow{op}\) satisfying \(\overrightarrow{op} \cdot \overrightarrow{op}' = r^2\) (Figure 2.1). One easily finds that this association is a bijection of the plane onto itself, except for the point \(o\). To complete the bijection, we adjoin exactly one point to the plane, the point at infinity, denoted by \(o'\), and pair it with \(o\) under this correspondence. The plane augmented with the point at infinity is the inversive plane, denoted \(\Pi\).

**Definition 2.1.** Let \(C\) be a circle centered at a point \(o\) with radius \(r\), \(o'\) the point at infinity, and \(p\) a point in the inversive plane. Then the inverse of \(p\) in \(C\) is

1. \(o'\) if \(p = o\),
2. \(o\) if \(p = o'\),
3. the point \(p'\) on the ray \(\overrightarrow{op}\) satisfying \(\overrightarrow{op} \cdot \overrightarrow{op}' = r^2\) otherwise.

The point \(o\) is called the center of inversion and \(C\) the circle of inversion.

Note the points of the circle \(C\) are invariant under inversion in \(C\).

2.2. The sphere model. This section describes the sphere model of the inversive plane. We include the sphere model because it sometimes provides a more convenient image for results about inversive geometry.

**Definition 2.2.** Let \(\Sigma\) be a sphere, \(p\) a point on \(\Sigma\), and \(C\) a circle on \(\Sigma\). Let \(t_C\) be the tip of the cone tangent to \(\Sigma\) at \(C\). Then the inverse of \(p\) in \(C\) is the second point of intersection of the line through \(p\) and \(t_C\) with \(\Sigma\) (Figure 2.2).

If the circle \(C\) in the above definition is a great circle (the intersection of a plane through the center of \(\Sigma\) with \(\Sigma\)), then \(t_C\) is a “point at infinity” in 3-space, and all lines through \(t_C\) and a point on \(\Sigma\) are parallel to the normal of the great circle. That
is, the inverse of a point \( p \) in a great circle is obtained by reflecting \( p \) in the great circle. Notice that in this spherical model the bijection of the sphere onto itself is complete; there is no need to augment the sphere with an additional point.

**2.3. Connecting the plane model and the sphere model.** The plane and sphere models of the inversive plane are connected through stereographic projection. Let \( p \) be a point on the sphere \( \Sigma \) and \( -p \) the antipodal point of \( p \). Let \( \Pi \) be a plane tangent to \( \Sigma \) at \( -p \). Then we have a bijection between \( \Sigma \) and \( \Pi \): \( q \in \Sigma \) corresponds to \( q' \in \Pi \), where \( q' \) is the point of intersection of the line \( pq \) with \( \Pi \), and \( p \) corresponds to the point at infinity of \( \Pi \) (Figure 2.3).

Hence, the plane model \( \Pi \) of the inversive plane is obtained from the sphere \( \Sigma \) model by stereographic projection of the sphere from a point \( p \) onto a plane tangent to the sphere at the \( -p \). Similarly, the sphere model is obtained from the plane model by lifting the plane onto the sphere (the inverse mapping of stereographic projection). Note that the point \( p \) of stereographic projection corresponds to the point at infinity in the plane model. Also note that circles through the projection point go to lines in the plane. Figure 2.4 illustrates that stereographic projection preserves angles of intersection of circles.

Notice that inversion in a great circle through the north and south poles is a reflection in the vertical plane of this great circle. This corresponds to an “inversion” in the projected line in the plane—now seen as a reflection in the line. Since we had not previously defined inversion in a line, we define this inversion as the reflection. Since all isometries of the plane are products of reflections, all isometries of the plane can be viewed as products of inversions.
2.4. Properties of inversions. The choice of the size of the sphere and the point of tangency of the sphere with the plane in the stereographic projection from the previous section is arbitrary. However, there is one such choice that makes many important facts about inversions visually obvious. Suppose $C$ is the circle of inversion in the inversive plane $\Pi$ centered at $o$ with radius $r$. Take a sphere $\Sigma$ of diameter $r$ tangent to $\Pi$ at $o$. Lifting $\Pi$ onto $\Sigma$ maps the circle of inversion onto the “equator” of the sphere—a great circle. Also, the point at infinity in the inversive plane maps onto the point of projection $p$ on the sphere. The inversion in the sphere model is merely a reflection in this equatorial great circle. Stereographic projection of the reflected sphere back onto a plane through the great circle yields the image of the plane $\Pi$ under the inversion.

This approach to inversion lends itself well to proving properties of inversions in the plane.

Proposition 2.3. Properties of inversions.

1. The product of two inversions in the same circle is the identity mapping.
2. Inversion preserves angles.
3. The circle of inversion is invariant under inversion.
4. Lines through the center of inversion are invariant under inversion.
5. Circles orthogonal to the circle of inversion are invariant under inversion.
6. The inverse of a circle through the center of inversion is a line not through the center of inversion.
7. The inverse of a line not through the center of inversion is a circle through the center of inversion.
8. The inverse of a circle not through the center of inversion is a circle not through the center of inversion.

Proof. (1) follows from the fact that the product of two reflections of the sphere in the same great circle is the identity mapping.

(2). Since stereographic projection and reflections on the sphere preserve angles, it follows that inversion preserves angles.

(3), (4), (5). The mentioned objects lift onto objects invariant under the reflection in the “equator” of the sphere. Therefore, they are invariant under an inversion.
(6), (7). See Figure 2.5 for a proof without words of (6) and (7).

(8) follows from (6) and (7) and the fact that stereographic projection carries circles on the sphere onto circles on the plane. \( \square \)

The following section develops some of these properties of inversions algebraically.

**2.5. An algebraic look at inversion.** Since we will be working with circles and lines simultaneously, we introduce the following definition.

**Definition 2.4.** A Möbius-Circle (or m-circle) in the plane is a line or circle in the plane.

Inversion can now be described as a map that carries m-circles to m-circles. For an algebraic representation of m-circles we begin with the equation

\[ M \equiv a(x^2 + y^2) - 2bx - 2cy + d = 0, \]

where one of \( a, b, \) or \( c \) is nonzero \( (a^2 + b^2 + c^2 \neq 0) \). If \( a \neq 0 \), then \( M \) is a circle; if \( a = 0 \), then \( M \) is a line.

To study the inverse of an \( m \)-circle, take the circle of inversion to be the circle centered at the origin of radius \( k \). Then the inverse of the point \( (x, y) \) is \( (x', y') \), where

\[ x' = k^2 \frac{x}{x^2 + y^2}, \quad y' = k^2 \frac{y}{x^2 + y^2}. \]

The inverse of the \( m \)-circle \( ax^2 + ay^2 - 2bx - 2cy + d = 0 \) is

\[ d(x^2 + y^2) - 2bk^2 x - 2ck^2 y + ak^4 = 0. \]

The following is now obvious: the inverse of a circle through the center of inversion \( (a \neq 0 \text{ and } d = 0) \) is a line not through the center of inversion; the inverse of a line through the center of inversion \( (a = 0 \text{ and } d = 0) \) is a line through the center of inversion.
inversion; the inverse of a line not through the center of inversion \((a = 0, d \neq 0)\) is a circle through the center of inversion.

An inversion in an arbitrary circle with the center at \((x_0, y_0)\) is obtained by translating the center of inversion to the origin, performing an inversion about the origin, and translating back to \((x_0, y_0)\).

### 3. Representation of circles as points in \(\mathbb{R}^3\). We introduce a third model for \(m\)-circles in the inversive plane that will be central to our analysis (Figure 3.1).

#### 3.1. Representation of circles as points in \(\mathbb{R}^3\).

Properties of a circle may be read from the representation

\[ M \equiv a(x^2 + y^2) - 2bx - 2cy + d = 0. \]

If \(a \neq 0\), the center of the circle \(M\) is \((\frac{b}{a}, \frac{c}{a})\), and the square of the radius is \(\frac{b^2 + c^2 - ad}{a^2}\).

If \(a = 0\) and \(c \neq 0\), then the slope of line \(M\) is given by \(-\frac{b}{c}\) and the \(y\)-intercept by \(\frac{d}{2c}\).

If \(c = 0\), then \(b \neq 0\), and the line is \(x = \frac{d}{2b}\).

We can represent \(M\) by the four-tuple \((a, b, c, d)\). These are homogeneous coordinates of \(M\) since \((\lambda a, \lambda b, \lambda c, \lambda d)\) represents the same \(m\)-circle as \((a, b, c, d)\) for nonzero \(\lambda\). It is convenient to normalize to make the coordinates unique.

One choice would be to set \(d = 1\). This is equivalent to insisting that the circles (and lines) do not pass through the origin, since the origin is not a point on any circle with \(d = 1\). Every \(m\)-circle in the plane not through the origin would be represented by a unique four-tuple \((a, b, c, 1)\) such that \((a, b, c) \neq (0, 0, 0)\).

Instead we will take a second normalization, \(a = 1\). So now we are dealing directly with circles only, with the circles through the origin corresponding to lines by an inversion in the unit circle. This representation of a circle now takes the form of a triple \((b, c, d)\), insisting that \(a = 1\). The center of a circle is \((b, c)\), and the square of the radius is \(b^2 + c^2 - d\). This normalization is the inverse of the normalization \(d = 1\) above. That is, we are omitting all the circles through the point at infinity (i.e., lines).

In [18] Pedoe presents a nice three-dimensional representation of this model. The three-tuple \((b, c, d)\) corresponds to the circle centered at \((b, c)\) of radius \(\sqrt{b^2 + c^2 - d}\), so given a point in \(\mathbb{R}^3\), the center of the corresponding circle is the vertical projection of that point onto the \(xy\)-plane. If \(\Omega\) denotes the paraboloid \(z = x^2 + y^2\), then a point on \(\Omega\) represents a circle with radius zero (a point circle), a point above \(\Omega\) represents a circle with complex radius, and a point below \(\Omega\) represents a circle with a positive
radius. Since we are primarily interested in circles with positive radius, we will focus on the points outside the paraboloid. We refer to this model as the paraboloid model of the inversive plane.

3.2. The angle of intersection between two circles. In order to eliminate the ambiguity of the angle of intersection between two circles, we introduce a convention. We orient circles in the counterclockwise direction and measure the angle between the oriented tangents to the circles at the point of intersection. In Figure 3.2, the angle of intersection of the two circles is the angle subtended by \( \ell \) and \( \ell' \) in the counterclockwise direction. A rotation of \( \pi/2 \) sends \( \ell, \ell' \) onto \( l', m' \). Since \( l, m \) are tangents to the circles, \( l', m' \) pass through the centers of the circles. Therefore, the angle of intersection is \( \angle \text{prq} \), where \( p \) and \( q \) are the centers of the circles and \( r \) is the point of intersection. (Note that the angle at the second point of intersection of the circles is identical.)

The cosine law applied to the triangle \( \text{prq} \) in Figure 3.2 yields

\[
\cos(\angle \text{prq}) = \frac{R_i^2 + R_j^2 - D^2}{2R_i R_j}, \tag{3.1}
\]

where \( R_i, R_j \) are the radii of the circles, and \( D \) is the distance \( |pq| \). Representing the circles by points \((b_i, c_i, d_i)\) and \((b_j, c_j, d_j)\) in \( \mathbb{R}^3 \), (3.1) becomes

\[
K_{ij} = \cos(\angle \text{prq}) = \frac{2b_i b_j + 2c_i c_j - d_i - d_j}{2\sqrt{(b_i^2 + c_i^2 - d_i)(b_j^2 + c_j^2 - d_j)}}. \tag{3.2}
\]

As a special case, two circles \((b_i, c_i, d_i)\) and \((b_j, c_j, d_j)\) are orthogonal iff

\[
2b_i b_j + 2c_i c_j - d_i - d_j = 0. \tag{3.3}
\]

This condition is equivalent to \( R_i^2 + R_j^2 = D^2 \).

3.3. Coaxal systems and bundles of circles. There is a rich geometry of circles that would be needed to explore examples in these designs and to explore special position configurations. However, for the specific content of this paper, we will just briefly describe two specific families related to linear dependence of \( m \)-circles.

Two distinct circles \( m_1 = (b_1, c_1, d_1) \) and \( m_2 = (b_2, c_2, d_2) \) span the family of circles called the coaxal system of circles generated by \( m_1 \) and \( m_2 \), obtained by taking affine combinations of \( m_1 \) and \( m_2 \),

\[
\lambda m_1 + (1 - \lambda)m_2 = (\lambda b_1 + (1 - \lambda)b_2, \lambda c_1 + (1 - \lambda)c_2, \lambda d_1 + (1 - \lambda)d_2).
\]

Therefore, a coaxal system of circles is represented by a line \( l \) in \( \mathbb{R}^3 \). This line projects onto a line in the \( xy \)-plane; hence the centers of the circles in the coaxal system are...
collinear. Visually and algebraically, there are three different types of coaxal systems of circles corresponding to whether \( l \) misses, is tangent to, or intersects the paraboloid \( \Omega \). The three types of coaxal systems of circles are illustrated in Figure 3.3.

A bundle of circles is generated by three affinely independent circles, represented by a plane \( P \) in \( \mathbb{R}^3 \). There are three types of bundles depending on whether \( P \) misses, is tangent to, or intersects the paraboloid \( z = x^2 + y^2 \). The three types of bundles are illustrated in Figure 3.4.

4. m-circle designs. An m-circle design \((G, m)\) is a graph \( G = (V, E) \) together with a point \( m \in \mathbb{R}^{3|V|} \), where \( m = (m_1, \ldots, m_i, \ldots, m_{|V|}) \), \( i \in V \), such that \( b_i^2 + c_i^2 - d_i > 0 \) for each \( m_i = (b_i, c_i, d_i) \). We wish to track when two m-circle designs are equivalent under inversion, but that problem is too difficult. Instead we will consider a simpler problem: When is the design \((G, m)\) unique, with the given angles, in a neighborhood of \( m \) in \( \mathbb{R}^{3|V|} \)? In full generality, this local uniqueness is also too hard—but it does have a linearized version that answers the question of local uniqueness for almost all designs \( m \in \mathbb{R}^{3|V|} \). This linearized or first-order version is studied in the next few subsections. We will then return to state the standard results about how this first-order analysis demonstrates the local uniqueness.
4.1. The constraint function. The constraint function $K_{i,j}$ for two circles $m_i$ and $m_j$ of nonzero radius is

$$K_{i,j} = \frac{2b_i b_j + 2c_i c_j - d_i - d_j}{2\sqrt{(b_i^2 + c_i^2 - d_i)(b_j^2 + c_j^2 - d_j)}}.$$  

(4.1)

Note that the constraint function has an obvious geometric interpretation only if $K_{i,j} \in [-1, 1]$—it measures the cosine of the angle of intersection between the circles $m_i$ and $m_j$. However, the constraint function exists for nonintersecting circles as well and can be used for geometric purposes. It takes the value $\cosh \delta$, where $\delta$ is the natural logarithm of the ratio (larger to smaller) of the radii of two concentric circles. It can be shown that any two nonintersecting circles can be inverted into two concentric circles and that this ratio is constant. $\delta$ is called the inversive distance between the two circles [34].

In general, a single inversion in a circle multiplies the value of $K_{i,j}$ by $-1$. Since inversion preserves angles and inversive distance, $|K_{i,j}|$ is invariant under all inversions.

However, for local uniqueness, we will restrict ourselves to the group of direct circular transformations: products of an even number of inversions. In general, a single inversion is not local—it takes a configuration to a “faraway” configuration in the appropriate metric for configurations in $\mathbb{R}^3$. This group includes translations, rotations, dilations by a positive factor, etc. The value of $K_{i,j}$ is invariant under this group for all circles with positive radii. In fact, the constraint function is invariant even for circles with imaginary radii. The function is not defined for point circles (of radius 0).

4.2. Shakes and the constraint matrix. Let $m_i = (b_i, c_i, d_i)$ and $m_j = (b_j, c_j, d_j)$ be two $m$-circles, with nonzero radius and constraint $K_{i,j} = C$, where $C$ is some constant. If $m(t) = (m_i(t), m_j(t))$ is a path differentiable at $t = 0$ with $m(0) = (m_i, m_j)$, then

$$\left( \frac{d}{dt} K_{i,j} \right)(0) = \frac{K_{i,j}}{h} \cdot m_i' + \frac{K_{j,i}}{h} \cdot m_j' = 0,$$

(4.2)

where

$$\frac{K_{i,j}}{h} = \left[ \frac{\partial}{\partial b_i} K_{i,j}, \frac{\partial}{\partial c_i} K_{i,j}, \frac{\partial}{\partial d_i} K_{i,j} \right],$$

$$m_i' = \left[ \frac{d}{dt} b_i, \frac{d}{dt} c_i, \frac{d}{dt} d_i \right],$$

$$h = 2\sqrt{(b_i^2 + c_i^2 - d_i)(b_j^2 + c_j^2 - d_j)}.$$

Since $h \neq 0$, (4.2) is equivalent to

$$\frac{K_{i,j}}{h} \cdot m_i' + \frac{K_{j,i}}{h} \cdot m_j' = 0.$$

(4.3)

This prompts the following definition.

DEFINITION 4.1. Let $(G, m)$ be an $m$-circle design. The vector $m' \in \mathbb{R}^{3|V|}$ is a first-order motion or shake of $(G, m)$ if for every $\{i, j\} \in E$,

$$\frac{K_{i,j}}{h} \cdot m_i' + \frac{K_{j,i}}{h} \cdot m_j' = 0.$$
This system of linear equations generates the constraint matrix \( C(G, \mathbf{m}) \) of the \( m \)-circle design \( (G, \mathbf{m}) \). The space of shakes of \((G, \mathbf{m})\) is precisely the nullspace of \( C(G, \mathbf{m}) \).

**Remark.** The constraint matrix has one row for each constraint in \( E \) and three columns for each \( m \)-circle \( \mathbf{m} \), (one column for each of \( b_i, c_i, d_i \)). So \( C(G, \mathbf{m}) \) is a \(|E| \times 3|V|\) matrix. For reference we note that \( k_{i,j} = [h \frac{\partial}{\partial b_i} K_{i,j}, h \frac{\partial}{\partial c_i} K_{i,j}, h \frac{\partial}{\partial d_i} K_{i,j}] \), where

\[
\begin{align*}
\frac{\partial}{\partial b_i} K_{i,j} &= \frac{b_id_j + 2b_jc_i^2 - 2b_jd_i - 2b_ic_j + b_id_i}{b_i^2 + c_i^2 - d_i}, \\
\frac{\partial}{\partial c_i} K_{i,j} &= \frac{c_id_j + 2c_jb_i^2 - 2c_jd_i - 2c_ib_j + c_id_i}{b_i^2 + c_i^2 - d_i}, \\
\frac{\partial}{\partial d_i} K_{i,j} &= \frac{-1/2b_i^2 + 2c_i^2 - 2b_ib_j - 2c_jd_i - d_i + d_j}{b_i^2 + c_i^2 - d_i},
\end{align*}
\]

and

\[
K(G, \mathbf{m}) = \begin{pmatrix}
\{1, 2\} & \{i, j\} \\
1 & 2 & \cdots & i & \cdots & j & \cdots & v \\
\{2, 1\} & k_{2,1} & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\{i, j\} & 0 & 0 & \cdots & k_{i,j} & \cdots & k_{j,i} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
\{i, j\} & 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\end{pmatrix}
\]

**4.3. The trivial shakes.** The following six vectors, called the *trivial shakes*, are in the nullspace of \( C(G, \mathbf{m}) \) for any graph \( G \) on the given \( \mathbf{m} \).

\[
\begin{pmatrix}
b_1^2 - \frac{1}{2}d_1 \\
b_1c_1 \\
b_1 d_1 \\
\vdots \\
b_v^2 - \frac{1}{2}d_v \\
b_vc_v \\
b_v d_v
\end{pmatrix}
= \begin{pmatrix}
b_1c_1 \\
c_1^2 - \frac{1}{2}d_1 \\
c_1 d_1 \\
\vdots \\
b_vc_v^2 - \frac{1}{2}d_v \\
b_vc_v d_v \\
\vdots \\
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{2}c_1 \\
-\frac{1}{2}b_1 \\
0 \\
\vdots \\
-\frac{1}{2}b_v \\
0 \\
\vdots \\
\end{pmatrix}
= \begin{pmatrix}
-\frac{1}{2} \\
0 \\
0 \\
\vdots \\
0 \\
0 \\
\vdots \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
-\frac{1}{2} \\
-\frac{1}{2} \\
\vdots \\
-\frac{1}{2} \\
-\frac{1}{2} \\
\vdots \\
\end{pmatrix}
= \begin{pmatrix}
-2d_1 \\
-2c_1 \\
-2d_1 \\
\vdots \\
-2c_v \\
-2d_v \\
\vdots \\
\end{pmatrix}
\]

These six vectors are linearly independent provided \( v = |V| \geq 3 \) and at least three circles do not lie in a coaxal system.

**Remark.** The six solution vectors described above correspond to instantaneous velocities experienced by the \( m \)-circle design at the beginning of each type of even inversive transformation. The first two vectors correspond to translations in the \( x \)- and \( y \)-directions, respectively. The third vector corresponds to a rotation about the origin. The fourth and fifth vectors correspond to a reflection in an axis followed by an inversion in a circle tangent to that axis. The sixth vector corresponds to the product of two inversions in concentric circles—a dilatation.

**4.4. Stiff \( m \)-circle designs.** A configuration \( \mathbf{m} \) of \( m \)-circles is in *general position* if no set of 4 of the \( m \)-circles lie in a bundle, and if \( |V| = 3 \), then the circles are not coaxal. An \( m \)-circle design \((G, \mathbf{m})\) with \( |V| \geq 3 \) and \( \mathbf{m} \) in general position is *inversely stiff*, or just *stiff*, if the kernel of \( C(G, \mathbf{m}) \) is generated by the trivial shakes.
Fig. 4.1. Extending the graph $G$ of a stiff design to a graph $H$ for a larger stiff design.

This section proves the following characterization of stiff $m$-circle designs (see Theorem 4.5): An $m$-circle design $(G, m)$ with $|V| \geq 3$ and $m$ in general position is stiff iff the nullspace of $C(G, m)$ is equal to the nullspace of $C(K_{|V|}, m)$, where $K_{|V|}$ is the complete graph on $|V|$ vertices.

**Lemma 4.2.** If $|V| \geq 3$, then $\text{rank}(C(G, m)) \leq 3|V| - 6$.

**Proof.** If we have at least three inversely independent circles, then the assertion follows directly from the independence of the six trivial motions (see (4.4)). If all of the $m$-circles are dependent on two $m$-circles, then it is a simple matter to see that the rank of the matrix can drop only from the maximum dimension achieved for independent $m$-circles. In fact, in this case, the rank becomes $|V| - 1 < 3|V| - 6$.

**Lemma 4.3.** For $|V| \geq 3$ and $m = (m_1, \ldots, m_{|V|})$ in general position, there exists a graph $G = (V, E)$ such that $\text{rank}(C(G, m)) = 3|V| - 6$.

**Proof.** The proof will induct on the number of vertices of $G$. For $|V| = 3$, take the design $(G, m)$, where $G$ is the complete graph on three vertices $K_3$ (a triangle) and $m_1 = (1, 0, 0)$, $m_2 = (0, 1, 0)$, $m_3 = (0, 0, 1)$. Note that $m_1$, $m_2$, and $m_3$ are in general position. The constraint matrix for $(G, m)$ is

$$
C(G, m) = \begin{bmatrix}
0 & 2 & -1 & 2 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & -3/2 & 0 & 0 & 2 & 0 & -1/2 \\
0 & 0 & 0 & 1 & -3/2 & 0 & 2 & -1/2
\end{bmatrix}.
$$

The second, seventh, and eighth columns of $C(G, m)$ yield a $3 \times 3$ matrix of rank 3, so $C(G, m)$ has rank $3 = 3|V| - 6$.

Suppose there exists a graph $G$ with $v$ vertices such that $\text{rank}(C(G, m)) = 3v - 6$. Let $H$ be the graph obtained from $G$ by adding a new vertex $v + 1$ to $G$ and three new edges, each connecting $v + 1$ to the distinct vertices $i, j, k$ of $G$ (Figure 4.1). Therefore, a new circle $m_{v+1}$ is added to the design $(G, m)$ with three distinct constraints, creating the new design $(H, n)$. So if the constraint matrix of $(G, m)$ is

$$
C(G, m) = \begin{bmatrix}
k_{1,2} & k_{2,1} & 0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & k_{f,g} & \cdots & k_{g,f}
\end{bmatrix},
$$

where $k_{i,j}$ are the elements of $C(G, m)$.
are solutions to the linear system

\[ C = \text{in general position, so this determinant is nonzero, and the new design has rank} \]

\[ n \]

\[ \text{null}(C) \]

Therefore, \( \text{null}(C) \)

\[ \text{null}(C) \]

\[ \text{null}(C) \]

\[ \text{null}(C) \]

\[ \text{null}(C) \]

Then the constraint matrix \( C(H, n) \) is

\[
\begin{pmatrix}
  i & j & k & v + 1 \\
  k_{1,2} & k_{2,1} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
  0 & 0 & 0 & 0 & 0 & k_{f,g} & \cdots & k_{g,f} & 0 \\
  \{i,v+1\} & 0 & 0 & k_{i,v+1} & 0 & 0 & 0 & \cdots & 0 & k_{v+1,i} \\
  \{j,v+1\} & 0 & 0 & 0 & k_{j,v+1} & 0 & 0 & \cdots & 0 & k_{v+1,j} \\
  \{k,v+1\} & 0 & 0 & 0 & 0 & k_{k,v+1} & 0 & \cdots & 0 & k_{v+1,k}
\end{pmatrix},
\]

where \( n = (m, m_{v+1}) \). The three added columns account for the \( m \)-circle \( m_{v+1} \), and the three added rows account for the constraint equations. Now, \( \text{rank}(C(H, n)) = 3(v + 1) - 6 = 3v - 3 \) iff the three new rows of \( C(H, n) \) add 3 to the rank of \( C(G, m) \).

The rank of \( C(G, m) \) increases by 3 iff

\[
\begin{vmatrix}
  k_{v+1,i} \\
  k_{v+1,j} \\
  k_{v+1,k}
\end{vmatrix} \neq 0.
\]

This condition is equivalent to

\[
\frac{2}{r_{v+1}^2} \begin{vmatrix}
  b_{v+1} & c_{v+1} & d_{v+1} & 1 \\
  b_i & c_i & d_i & 1 \\
  b_j & c_j & d_j & 1 \\
  b_k & c_k & d_k & 1
\end{vmatrix} \neq 0,
\]

where \( r_{v+1} \) is the radius of the circle \( m_{v+1} \). Therefore, unless \( m_{v+1} \) is a linear combination of the circles \( m_i, m_j \), and \( m_k \), that is, unless \( m_i, m_j, m_k \), and \( m_{v+1} \) lie in the same bundle, \( \text{rank}(C(H, n)) = 3v - 3 \). By assumption, the \( m \)-circle design is in general position, so this determinant is nonzero, and the new design has rank \( 3(|V| + 1) - 6 \) as required.

**Lemma 4.4.** For \( |V| \geq 3 \) and \( m = (m_1, \ldots, m_{|V|}) \) in general position, the nullspace of \( C(K_{|V|}, m) \) is generated by the trivial shakes.

**Proof.** Let \( S \) denote the span of the trivial shakes. Since the trivial shakes are solutions to the linear system \( C(G, m)m' = 0 \) for any graph \( G \), we have that \( S \subset \text{null}(C(G, m)) \).

By Lemma 4.3, for any \( |V| \geq 3 \) and any \( m = (m_1, \ldots, m_{|V|}) \) in general position, there exists a graph \( G = (V, E) \) with \( \text{rank}(C(G, m)) = 3|V| - 6 \). Add edges to \( G \) to obtain the complete graph \( K_{|V|} \) on the vertex set \( V \). Therefore,

\[ 3|V| - 6 = \text{rank}(C(G, m)) \leq \text{rank}(C(K_{|V|}, m)), \]

and Lemma 4.2 gives

\[ \text{rank}(C(K_{|V|}, m)) \leq 3|V| - 6. \]

Therefore, \( \text{rank}(C(K_{|V|}, m)) = 3|V| - 6 \) and

\[ \dim \text{null}(C(G, m)) = 3|V| - \text{rank}(C(K_{|V|}, m)) = 6 = \dim S. \]

Therefore, \( \text{null}(C(G, m)) = S \).

**Theorem 4.5.** An \( m \)-circle design \( (G, m) \) with \( |V| \geq 3 \) and \( m \) in general position is stiff iff the nullspace of \( C(G, m) \) is equal to the nullspace of \( C(K_{|V|}, m) \), where \( K_{|V|} \) is the complete graph on \( |V| \) vertices.
4.5. Stiffness and local uniqueness. Our original goal was to study whether an \( m \)-circle design \( (G, m) \) was locally unique, up to inversions. Explicitly, we have a map \( f_G : \mathbb{R}^{|V|} \rightarrow \mathbb{R}^{|E|} \) that measures the “cosine of the angle” or the value of \( K_{i,j} \) for each edge in the graph: \( f(m) = (\ldots, k_{i,j}, \ldots) \). Let \( I(m) \) be the set of all configurations equivalent to \( m \) by inversions.

Definition 4.6. A design \( (G, m) \) is locally unique if there is an open neighborhood \( N_m \) of \( m \) such that \( f_G^{-1}(f_G(m)) \cap N_m \subset I(m) \).

Our constraint matrix is then the Jacobian \( df_G \) of the function \( f_G \). Moreover, the function \( f_G \) is (up to squaring entries) a polynomial function. There are standard results about how this Jacobian at \( m \) predicts the dimension of the space \( f_G^{-1}(f_G(m)) \cap N_m \), provided the point is regular, that is, that the Jacobian achieves its maximum rank at the point \( m \) [4, 20].

For polynomial functions, there are also standard results that state the failure of local uniqueness is equivalent to the existence of an analytic path \( m(t), 0 \leq t < 1 \), of inversively inequivalent configurations inside \( f_G^{-1}(f_G(m)) \) (that is, all constraints are the same as at \( m \), but some other value of \( K_{h,l} \) is changing for some \( \{h, l\} \notin E \)). The following is a translation of the analogous result for bar-and-joint frameworks [4, 20]. We say that an \( m \)-circle design is flexible if there is an analytic path \( m(t), 0 \leq t \leq 1 \) of inversively equivalent designs with the same constraints.

Theorem 4.7. If an \( m \)-circle design \( (G, m) \) is stiff, then the design is locally unique. If \( (G, m) \) is never stiff for any \( m \)-circle configuration, then \( (G, m) \) is flexible for all regular points \( m \) at which \( \mathcal{C}(G, m) \) achieves its maximum rank.

Proof. For \(|V| = 1\), all designs are stiff, and all single circles are inversively unique up to translations (of the center) and dilation (of the radius).

For \(|V| = 2\), with distinct circles, there are two cases. If the edge is not present, then the design is not stiff, nor is the design even locally unique (e.g., change the distance between the centers without changing radii). However, if the edge is present, then all the solutions to \( \mathcal{C}(G, m) \times m' = 0 \) are trivial, and the design is stiff. In this case, any two circles with the same value of \( K_{1,2} \) are equivalent under inversion, and the design is, again, unique.

Assume that \( (G, m) \) is stiff with \(|V| \geq 3\). Therefore, the only inversive shakes are the trivial shakes that are derivatives of direct circular maps.

Assume we have an analytic path \( m(t) \) preserving the constraints; then this can be replaced by an analytic flex. If we take the first derivatives along this path, with the angles fixed, we will find a shake of the design. If this shake is not the derivative of an angle preserving map, then we know that the design was not stiff. This is a contradiction.

However, if a flex is not angle preserving, it may be the \( k \)th derivative that is not the derivative of an angle preserving map. By adding some angle preserving map, we can ensure that the first \( k - 1 \) derivatives of the flex are all zero. (For example, we can assume that an initial circle is fixed and that other circles are fixed as long as the derivatives match angle preserving maps.) With this assumption, it is easy to verify that the \( k \)th derivative of the constraint functions gives a (nontrivial) shake to the design. This is the desired contradiction.

On the other hand, assume that \( (G, m) \) is never stiff for any \( m \)-circle configuration. The inverse function theorem guarantees that, at regular points, the dimension of \( f_G^{-1}(f_G(m)) \cap N_m \) is more than 6. There is a sequence \( m(n), n = 1, 2, \ldots \) of designs converging to \( m \) that preserve the angle constraints. By the curve selection theorem of Milnor, which applies to the constraints, if there is such a converging sequence preserving these constraints (which can be written in polynomial form), then there
is a piecewise analytic path preserving the constraints [4, 20]. This gives the desired flex at the selected regular point.

5. Bar-and-joint frameworks in Euclidean 3-space. So far, our study of circles in the plane under angle constraints is clearly analogous to the study of bar-and-joint frameworks in Euclidean 3-space. The constraints for a bar-and-joint framework take the form of a distance constraint (a bar) between two vertices (joints) and generate graphs and constraint matrices for which the results precisely match the results of the previous sections [24, 25, 32]. We will briefly summarize this theory in order to present a precise isomorphism that underlies this analogy.

As before, we start with a graph $G = (V, E)$ and create a framework by realizing the vertices as points in $\mathbb{R}^3$.

Definition 5.1. A bar-and-joint framework or framework $(G, p)$ in $\mathbb{R}^3$ is a graph $G = (V, E)$ together with a configuration or point $p \in \mathbb{R}^{3|V|}$, where $p = (p_1, \ldots, p_i, \ldots, p_{|V|})$, $i \in V$.

5.1. First-order motions and the rigidity matrix. A first-order motion of the framework $(G, p)$ is a map $u : V \rightarrow \mathbb{R}^3$, where we denote $u(i)$ by $u_i$, such that for every edge $\{i, j\} \in E$,

$$(p_i - p_j) \cdot (u_i - u_j) = 0.$$ 

This gives rise to the rigidity matrix of the bar-and-joint framework $(G, p)$:

$$R(G, p) = \{i, j\} \begin{pmatrix} i & \cdots & j \\
\vdots & \ddots & \vdots \\
\cdots & \cdots & \cdots \\
\vdots & \cdots & \vdots \\
p_i - p_j & \cdots & p_j - p_i & \cdots \end{pmatrix}$$

(with all other entries zero). The nullspace of the rigidity matrix is the space of first-order motions of $(G, p)$. A first-order motion of a framework is trivial if the motion is a restriction of the derivative of a Euclidean motion of $\mathbb{R}^3$, restricted to the vertices of the framework. The framework $(G, p)$ is first-order rigid if all the motions of $(G, p)$ are trivial.

5.2. Trivial solutions of the rigidity matrix. The following are six linearly independent vectors in the space of first-order motions for any framework in $\mathbb{R}^3$ with at least 3 noncollinear vertices. They correspond to translations in the $x$-, $y$-, and $z$-directions and rotations about the $x$-, $y$-, and $z$-axes, respectively:

$$\begin{bmatrix} 1 \\ 0 \\ \vdots \\ 1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \\ \vdots \\ 0 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ -z_1 \\ y_1 \\ \vdots \\ -z_{|V|} \\ y_{|V|} \end{bmatrix}, \begin{bmatrix} z_1 \\ 0 \\ \vdots \\ 0 \\ -z_{|V|} \\ 0 \end{bmatrix}, \begin{bmatrix} -y_1 \\ x_1 \\ \vdots \\ x_{|V|} \\ 0 \\ 0 \end{bmatrix}.$$ 

A framework is first-order rigid if its space of first-order motions is generated by these motions.
6. An isomorphism between frameworks and m-circle designs. It can shown that a first-order rigid framework on \( v \geq 3 \) joints requires at least \( 3v - 6 \) bars. The proof is identical to the proofs presented in section 4. In fact, the proofs from section 4 were adapted from proofs for the equivalent statements for bar-and-joint frameworks. Therefore, the counts for rigid bar-and-joint frameworks and stiff m-circle designs are identical. This is not a coincidence: there is a geometric isomorphism between the two first-order theories.

The key observation is the following identity relating the determinant of a submatrix of \( C(G, m) \) with the determinant of a submatrix of \( R(G, m) \):

\[
\begin{vmatrix}
  k_{n,i} \\
  k_{n,j} \\
  k_{n,k}
\end{vmatrix} = \frac{2}{r^2} \begin{vmatrix}
  b_n & c_n & d_n & 1 \\
  b_i & c_i & d_i & 1 \\
  b_j & c_j & d_j & 1 \\
  b_k & c_k & d_k & 1
\end{vmatrix} = \frac{2}{r^2} \begin{vmatrix}
  b_n - b_i & c_n - c_i & d_n - d_i \\
  b_n - b_j & c_n - c_j & d_n - d_j \\
  b_n - b_k & c_n - c_k & d_n - d_k
\end{vmatrix}.
\]

This identity suggests the existence of a linear transformation carrying \( C(G, m) \) onto \( R(G, m) \). Indeed, the system

\[
\begin{bmatrix}
  k_{n,i} \\
  k_{n,j} \\
  k_{n,k}
\end{bmatrix} T_n = \begin{bmatrix}
  b_n - b_i & c_n - c_i & d_n - d_i \\
  b_n - b_j & c_n - c_j & d_n - d_j \\
  b_n - b_k & c_n - c_k & d_n - d_k
\end{bmatrix}
\]

has the solution

\[
T_n = \begin{bmatrix}
-\frac{1}{2} & 0 & -b_n \\
0 & -\frac{1}{2} & -c_n \\
-b_n & -c_n & -2d_n
\end{bmatrix}.
\]

In general, \( C(G, m) T_m = R(G, p) \), where \( T_m \) is the block diagonal matrix, which depends only on the point \( m \),

\[
T_m = \begin{bmatrix}
  T_1 & 0 & \cdots & 0 \\
  0 & T_2 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & 0 & T_v
\end{bmatrix}.
\]

We summarize this discussion.

**Theorem 6.1.** Given an m-circle design \( (G, m) \), there is an invertible transformation \( T_m \) such that \( C(G, m) T_m = R(G, m) \). In particular, the m-circle design \( (G, m) \) is stiff iff the bar-and-joint framework \( (G, m) \) is first-order rigid.

Notice that not all configurations in 3-space for frameworks are m-circle configurations, since we have restricted ourselves to circles of positive radius (points in \( \mathbb{R}^3 \) below the paraboloid).

**Remark.** It is important to note that the two theories are only infinitesimally equivalent. That is, on the level of Jacobians, the two theories are equivalent. There is no transformation that carries the constraint equation of one system into the constraint equation of the other system. Rigidity is not equivalent, but first-order rigidity is equivalent to stiffness. The regular points of the two maps for a fixed \( G \) are identical (they are defined by the rank of the isomorphic Jacobians). The rigidity or flexibility of frameworks or designs at these regular points (which form an open dense subset of \( \mathbb{R}^{3v} \)) are also equivalent. The distinctions all occur on the singular points of the two maps, where one configuration may still give a locally unique design for one map but a flexible framework for the other.
7. Transferring between theories. There are many results and conjectures for the widely studied first-order theory of frameworks in 3-space that convert easily into the less studied theory of circles and angles in the inversive plane [9, 29, 30, 32]. However, it is important to emphasize that both equivalent theories are incomplete.

7.1. The failure of the counts. A question that arises naturally is to characterize graphs that result in a stiff design for some configuration of circles. A quick conjecture may take the following form.

Proposal 1. If a graph \( G \) with \( |V| \geq 3 \) satisfies \( |E| = 3|V| - 6 \) and all subgraphs \( G' \) of \( G \) with \( |V'| \geq 3 \) satisfy \( |E'| = 3|V'| - 6 \), then the \( m \)-circle design is stiff.

This is the immediate generalization of a theorem of Laman [15] characterizing edge-minimal first-order rigid bar-and-joint frameworks in the plane. This proposal does not hold in the theory of bar-and-joint frameworks, as is evident in Figure 7.1. This framework satisfies the conditions of the proposal but is obviously flexible with a rotation of one piece about the dotted line. If we construct an \( m \)-circle design on the same graph, then the resulting design is also not uniquely determined, as is evident in Figure 7.2.

7.2. Projective transformations. Since inversions are angle preserving transformations, if \( m \) is an \( m \)-circle configuration and we apply any inversive transformation \( T \), then \( T(m) \) gives an isomorphic constraint matrix for any graph. The stiffness, independence, etc. of any design \( (G, m) \) is invariant under inversion.
Similarly, it is clear that if \( p \) is a spatial configuration and we apply any congruence map \( T \), then \( T(p) \) gives an isomorphic set of distance constraints, and for any graph the rank of the rigidity matrix is unchanged. The first-order rigidity, independence, etc. of any framework \((G, p)\) is invariant under congruence.

Now it is not true that an inversion in the plane induces a congruence of the 3-space paraboloid model. However, there is a family of transformations that includes both the spatial versions of inversions and the congruences of Euclidean 3-space. These are the projective transformations of 3-space.

It is well known that these projective transformations leave the rank of the corresponding rigidity matrices unchanged for any graph \( G \) and any configuration \( m \) where the points remain finite. (For projective points at infinity, there is a full projective form of the theory, including a projective rigidity matrix, which incorporates such constraints involving such points [3, 26, 27].)

From our correspondence, it follows that these projective transformations also leave the rank of the constraint matrix unchanged, provided that none of the points of the configuration move onto the paraboloid, where both the constraint matrix and the isomorphism are undefined. In fact, the inversive maps are precisely the projective transformations which preserve the paraboloid.

We close by stating (without proof) this conclusion.

**Theorem 7.1** (see [20]). Given an \( m \)-circle design \((G, m)\) and a projective transformation \( T \) of 3-space such that \( T(m) \) is another configuration of real circles, the constraint matrices \( C(G, m) \) and \( C(G, T(m)) \) have isomorphic row spaces.

**8. Extensions to other dimensions.** Up to this point, we have studied \( m \)-circle designs for the plane and their connection to bar-and-joint frameworks in 3-space. However, the basic problems of CAD lie in three dimensions, and frameworks have been studied in all dimensions. It is natural to ask whether our results extend immediately to \( m \)-sphere designs with spheres in 3-space constrained by angles of intersection and bar-and-joint frameworks in 4-space. They do.

All the correspondences extend to designs of (hyper)spheres in \( n \) dimensions and bar-and-joint frameworks in \( n + 1 \) dimensions. We will present only this extension explicitly for \( m \)-sphere designs and frameworks in 4-space, but the reader will easily see how the general extension works.

As an aside, we note that there is also a correspondence between the first-order theory of plane bar-and-joint frameworks and \( m \)-interval designs along the line. While we know of no direct use for these \( m \)-interval designs, such an analysis is useful anytime an \( m \)-circle design or an \( m \)-sphere design contains a substantial piece which lies in a linear family, as this piece will behave as an \( m \)-interval design. See section 9.

For spheres in 3-space, we choose a similar normalization to that for circles and represent the sphere with equation

\[
x^2 + y^2 + z^2 - 2bx - 2cy - 2dz + e = 0
\]

by the four-tuple \((b, c, d, e)\), where the orthogonal projection of \((b, c, d, e)\) onto the \( xyz\)-space yields the center of the sphere, \((b, c, d)\). The radius of the sphere is \(b^2 + c^2 + d^2 - e\).

The cosine of the angle of intersection between two intersecting spheres \((b_1, c_1, d_1, e_1)\) and \((b_2, c_2, d_2, e_2)\) is

\[
\kappa_{1,2} = \frac{2b_1b_2 + 2c_1c_2 + 2d_1d_2 - e_1 - e_2}{2\sqrt{(b_1^2 + c_1^2 + d_1^2 - e_1)(b_2^2 + c_2^2 + d_2^2 - e_2)}}.
\]
From this equation, one has the constraint equation and can easily derive the \(|E| \times 4|V|\) constraint matrix \(C(G, \mathbf{m})\) for a design \((G, \mathbf{m})\), \(\mathbf{m} \in \mathbb{R}^{4|V|}\).

The first-order theory of bar-and-joint frameworks in 4-space gives the analogous \(|E| \times 4|V|\) rigidity matrix \(R(G, \mathbf{m})\) for the configuration.

To translate between the first-order theory of bar-and-joint frameworks in 4-space and the \(m\)-spheres in 3-space, we use the following transformation:

\[
\mathbf{T}_m = \begin{bmatrix}
  \mathbf{T}_1 & 0 & \cdots & 0 \\
  0 & \mathbf{T}_2 & \cdots & 0 \\
  0 & 0 & \cdots & 0 \\
  0 & 0 & 0 & \mathbf{T}_{|V|}
\end{bmatrix},
\]

where

\[
\mathbf{T}_i = \begin{bmatrix}
  -\frac{1}{2} & 0 & 0 & -b_i \\
  0 & -\frac{1}{2} & 0 & -c_i \\
  0 & 0 & -\frac{1}{2} & -d_i \\
  -b_i & -c_i & -d_i & -2e_i
\end{bmatrix}.
\]

As before, \(C(G, \mathbf{m}) \times \mathbf{T}_m = R(G, \mathbf{m})\) for all graphs and all configurations with no points on the paraboloid.

At this point, we hope it is obvious how the results continue to generalize into 3-space and also generalize into higher dimensions.

Remark. It is surprising to find a geometric structure in 3-space whose constraints geometrically model the problems of rigidity in 4-space. Previous work [32] provided a structure from bivariate splines in CAGD which was analogous to the generic properties of rigidity in 4-space, but this structure is known not to be even generically equivalent [32]. \(m\)-sphere designs in 3-space provide a full 3-space embodiment of the geometric and combinatorial first-order theory of frameworks in 4-space.

The limited studies of first-order rigidity in 4-space suggest major complexity that does not arise simply from the counting (matroidal) level [32]. This complexity is a warning that general geometric constraints in 3-space are much harder than the simple theory of distances in plane frameworks.

9. Circles of fixed radius. Within CAD programming, it is possible that some or all of the circles have a fixed radius. The theory presented offers a simple extension for this case, independent of whether the fixed radii are distinct numbers or all the same size.

9.1. A fixed radius. The radius \(r\) of a circle \((b, c, d)\) is given by the equation

\[r^2 = b^2 + c^2 - d.\]

If \(r\) is constant, the usual process for finding the Jacobian turns this into the homogeneous linear equation,

\[(2b)b' + (2c)c' - d' = 0.\]

This gives a row for our constraint matrix which has only nonzero entries \([2b, 2c, -1]\) under the single circle.

If we partition the circles into two classes, indexed by \(V\) for variable radii circles and \(U\) for fixed radii circles, we simply add such a row for each circle of fixed radius.
to create the extended constraint matrix \( C((V, U; E), m) \). While we could analyze this directly, it will be simpler to translate immediately to the corresponding matrix for first-order rigidity: \( C((V, U; E), m) \times T_m = R((V, U; E), m) \).

If we examine the transfer multiplication for the added rows for circles in \( U \), we find

\[
[2b \ 2c \ 1] \times \begin{bmatrix}
-\frac{1}{2} & 0 & -b \\
0 & -\frac{1}{2} & -c \\
-b & -c & -2d
\end{bmatrix} = [b - b \ c - c - b^2 - c^2 + d] = [0 \ 0 \ -r^2].
\]

We have an extended rigidity matrix that forces the third coordinates of each of the points in \( U \) to have derivative 0 (assuming \( r \neq 0 \) as we have throughout the entire translation process). Alternatively, we can use these rows to do a row reduction which makes all other entries in the third columns into 0 and sets off a set of \(|U|\) independent rows at the bottom.

**9.2. All circles of fixed radius.** If \( V = \emptyset \) and all radii are fixed, the extended rigidity matrix is now the rigidity matrix for a plane framework with vertices at the centers of the circles, plus an added, spread copy of the identity at the bottom. The angle constraints on the circles are isomorphic, at first-order, to distances constraints between the centers.

This equivalence is also evident from elementary geometry. If we have two circles with constant radii \( r_i \) and \( r_j \), respectively, then the angle constraint \( \alpha \) actually does fix the distance between the centers, and this distance is given by the law of cosines

\[
\sqrt{r_i^2 + r_j^2 - 2r_i r_j \cos(\alpha)}
\]

(Figure 9.1). (Note that this is even true when the circles are nonintersecting and the constraint is an inversive distance. The only real limitation in this is that the circles have nonzero, though possibly imaginary, radii.)

As mentioned in section 7.1, this theory of plane points, with distance constraints or, equivalently, plane circles with fixed radii and angle constraints, has a combinatorial theory represented by the counts for independence [15]:

\[
|E'| \leq 2|U'| - 3 \text{ for all nonempty subsets } U' \subseteq U.
\]

Similarly for all \( n \), if we work with hyperspheres in \( n \)-space with angle constraints and all radii fixed, we find the theory is isomorphic to the theory of points in \( n \)-space with distance constraints.
Although the mixed framework satisfies all the necessary counting conditions for mixed structures, the framework is not rigid: there is a rotation of one half of the framework about the dotted line.

9.3. Some circles of fixed radius. A more interesting middle situation is where we have some circles of fixed radii and others of variable radii. Equivalently, we may be looking to see which subsets of angles and radii are independent constraints in a design, as new constraints of either type are considered for addition to a currently independent design.

Assume that $|V| \geq 3$ and $|U| \geq 3$. With this assumption on $|U|$, the only trivial motions are generated by the translations parallel to the $x$- and $y$-axes and rotation about the $z$-axis, which occurred for plane rigidity. (The reader can verify this, even in the original circle constraint representation with the initial list of generators for the trivial motions and the initial representation of a fixed radius constraint.) This leaves the following obvious counting condition for independence:

$$|E'| \leq 3|V'| + 2|U'| - 3 \quad \text{for all } |U'| \geq 3.$$

If $|U| < 3$, we have other spaces of trivial motions, as follows:
1. for $|U| = 2$ and $|V| \geq 1$, the space of trivial motions has dimension 4, adding the 3-space rotations about the line through the two points in $U$;
2. for $|U| = 1$ and $|V| \geq 2$, the space of trivial motions has dimension 5, adding the 2-space of spatial rotations fixing this point to the trivial motions of the plane;
3. for $|U| = 0$ and $|V| \geq 3$, the space of trivial motions has dimension 6.

These observations can be pulled together into necessary counting conditions for independence. However, provided the design is large enough to contain structures such as the two bananas of Figure 7.1 or the adapted mixed version of Figure 9.2, these conditions will not be sufficient for independence.

9.4. Lines among circles of fixed radius. All of this analysis for fixed radii works within our simplifying assumption that our $m$-circles did not include lines. Of course, with no fixed radii, or only one, we could use inversion (fixing the radius) to pull the lines into circles and continue the analysis of this equivalent configuration containing no lines.

However, with several fixed radii, we are restricted in our transformations, and lines are not incorporated into the simple theory. Intuitively, if we fix the “radii of lines” as circles of infinite radius, then we would restrict them to remain lines. (The
transformations should be reversible, and no fixed finite radius can become infinite.)
By an elementary observation, an angle constraint between a circle of fixed radius
and a line fixed to remain a line, still fixes the distance from the center of the circle
to the line.

A detailed analysis here would again require a fully projective presentation, using
homogeneous coordinates for all points in the model (or, equivalently, for lines and
circles, including the effects of fixed radii). It can be done if there are specific situations
where this would be significant.

9.5. Fixed radius circles in the spherical model. If we work with circles and
angle constraints on the sphere, the condition for a fixed radius changes. Recall that a
circle is represented by the point at the tip of a cone tangent to the sphere at the circle:
\( t = (x, y, z) \). To hold the radius of such a circle fixed, we just fix the distance (squared)
from this point to the center of the sphere (the origin): \( x^2 + y^2 + z^2 = d^2 \). In the
Jacobian, this gives the row whose only nonzero entries are \((x, y, z)\). This is equivalent,
for any analysis of independence or dependence of constraints, to adding the center
of the sphere as a vertex and a bar from this center to the circle point, creating an
overall 3-space framework for these radial constraints and the angle constraints. This
equivalence holds both combinatorially and at the specific geometric level of possible
special positions in which a generically independent set of constraints drops in rank
and becomes dependent.

If we constrain the radius of each of the circles, then we have the center of the
sphere as a vertex joined to all the other vertices. By the cone theorem for frameworks
[28, 32], this is equivalent to the constraint matrices for the framework created by
projecting from the center onto a projection plane tangent to the sphere at \( z = 1 \).
(This is a general projection, so points below the equatorial plane are joined to the
center and the line extended to intersect the projection plane.) It is also equivalent to
the spherical framework in which each of the circle vertices is pulled onto the initial
sphere (at the center of the original circle), and one studies the framework constrained
to remain on the sphere.

It is worth recalling that the central projection to a plane framework is different
from the stereographic projection into a plane circle configuration from the top of
the sphere. The plane framework here is distinct from the framework in which the
plane radii were fixed. In general, these two frameworks for fixed radii in the plane
and fixed radii on the sphere are not even projectively equivalent. They do have the
same graph and will, generically, have the same independence structure. However,
for special positions arising from the geometric placement of the plane vertices, they
may have distinct behavior.

10. Concluding remarks. We have analyzed correspondences among circles
and lines in the inversive plane, circles on the sphere, and points in Euclidean (and
hyperbolic) space. An identical pattern happens for other dimensions. For example,
if we study the angle constraints between intersecting (and nonintersecting) spheres
in inversive 3-space, these are isomorphic to angle constraints between correspond-
ing hyperplanes in hyperbolic 4-space and the \( K \) constraints among ideal points in
hyperbolic 4-space. At first order, they are also identical to the distance constraints
between points in Euclidean 4-space, as we noted in section 8.

There are geometric connections between these interconnected problems of circles
in the plane or the sphere and Andreev’s theorem and its extensions [1]. Via the
correspondence offered here and the related correspondences in [21], these results of
Andreev are also connected to the rigidity theorems for convex polyhedra of Cauchy
and Alexandrov (see [19, 30]). We will explore these connections more extensively in a forthcoming paper.

By giving a correspondence between angle constraints in the inversive plane and distance constraints in the Euclidean space, we raised the question of a polynomial time algorithm for the generic rank of a configuration of circles and angles. The corresponding unsolved problem for 3-space has been studied, and conjectured about, for over a century. At least one other plane geometric problem, that of bivariate $C^2$-splines, is also conjectured to be isomorphic at a generic (but not a geometric) level for the rank of a corresponding matrix on a given graph [32]. The study of each of these variants has contributed to our store of shared techniques and results, but we need new approaches to solve the shared problem.

A natural question to ask is whether the situation with $m$-circles can contribute any additional insights. In [21] we describe the equivalence of first-order rigidity in all the Cayley–Klein geometries extracted from the underlying projective geometry, including the hyperbolic, spherical, and Euclidean spaces [6]. This isomorphism suggests that we will not easily find new combinatorial results by switching so transparently among these equivalent theories.

There remain other variants of these problems of plane objects such as points, lines, and circles with geometric constraints in CAD. Many are unsolved, and some are simply unstudied. Consider including points which are assigned to lie on one or several circles in an $m$-circle design. In its most general form, such an incidence pattern would include the projective configurations of lines and incident points. After all, lines are simply inversive circles which all share a common point (chosen to be the inversive point at infinity). Without some additional restrictions, this problem with circles should be at least as hard as the specific problem of incident lines and points in the plane, which we have previously conjectured to have no polynomial time algorithm [32].

However, if we insist that all circles intersect at one specific point, with fixed angles at that point, then we have a problem which has been solved. This is inversively equivalent to the problem of lines with fixed angles—or, equivalently, parallel drawings of configurations of lines—and has a polynomial time algorithm related to the counting algorithms for the generic rigidity for plane frameworks [22, 31]. Moreover, the analogous problem for parallel drawings of planes in 3-space with fixed angles also has a polynomial time algorithm [31].

If we drop the condition that all angles at the common point of intersection are fixed, we return, once more, to an unsolved (and difficult) problem. In the plane, we have studied lines, incidences, and angles with additional simplifying restrictions that all lines are “short” (have no more than two assigned incident points). These incidence constraints can then be extended by additional selected angle constraints among the points and lines. Even this very special case is hard and is conjectured not to have a polynomial time algorithm [2].

All of these interconnected problems, many unsolved, confirm the complexity of various sets of constraints in plane and spatial CAD. The specific case of points and distance constraints in the plane, plane first-order rigidity, stands out as an exceptional case in which we do have a polynomial time algorithm. This is not typical of constraints in CAD, and strategies based on the assumption of polynomial time algorithms for even generic rigidity or independence of constraints are limited in their applications [10, 11]. The need for fast symbolic algorithms does, in effect, restrict the patterns of constraints that are handled well in CAD programs, before resorting to more brute force (and more unstable) numerical analysis of the constraints [16, 17].
The study of various sets of constraints, even in plane CAD, continues to generate rich connections backward into classical geometry in all its forms, new connections among these classical problems, and new insights. When we started this investigation of circles and angles, we had no expectation that it would lead to hyperbolic 3-space and correspondences to Euclidean space. We look forward, with anticipation, to the next piece of the puzzle and the connections it will bring forward for our geometric play.
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