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A B S T R A C T
The Support Vector Machine (SVM) is an efficient tool in machine learning with high accuracy performance. However, in order to achieve the highest accuracy performance, n-fold cross validation is commonly used to identify the best hyperparameters for SVM. This becomes a weak point of SVM due to the extremely long training time for various hyperparameters of different kernel functions. In this paper, a novel parallel SVM training implementation is proposed to accelerate the cross validation procedure by running multiple training tasks simultaneously on a Graphics Processing Unit (GPU). All of these tasks with different hyperparameters share the same cache memory which stores the kernel matrix of the support vectors. Therefore, this heavily reduces redundant computations of kernel values across different training tasks. Considering that the computations of kernel values are the most time consuming operations in SVM training, the total time cost of the cross validation procedure decreases significantly. The experimental tests indicate that the time cost for the multitask cross validation training is very close to the time cost of the slowest task trained alone. Comparison tests have shown that the proposed method is 10 to 100 times faster compared to the state of the art LIBSVM tool.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction
The recent developments of Graphics Processing Unit (GPU) have shown superb computational performance on floating point operations compared to the current multi-core CPU. Certain high performance GPUs are now designed to solve general purpose computing problems instead of graphics rendering, which was considered as the sole purpose of using GPUs previously. Many research work have shown promising results gained by using GPUs on a wide area of topics. The speed performance of Support Vector Machine (SVM) has been improved by using GPU through both the training and testing phases shown in [1]. Although not all algorithms can be parallelized, some applications can benefit from the massive parallel processing capability of GPU by doing some very simple tweaks such as using GPU Basic Linear Algebra Subroutines (CUBLAS) [18]. Most of these algorithms are often called data parallel algorithms [13]. Task level parallelism is not the primary advantage of GPU compared to multi-core CPU, however possibilities of using both task and data level parallelism should be explored and analyzed in order to achieve the maximum performance of GPU. This is our starting point of developing the parallel SVM algorithm and its cross validation procedure using GPU.

Support Vector Machine [23] is a learning algorithm which has become popular due to its high accuracy performance in solving both regression and classification tasks. Nevertheless, the training phase of an SVM is a computationally expensive task because the core part of the training stage is solving a QP problem [20]. There are countless efforts and studies which have been done on how to reduce the training time of SVM. After Vapnik invented SVM, he described a method known as “chunking” to break down the large QP problem into a series of smaller QP problems. This method significantly reduced the size of the matrix but it still could not solve large problem due to the computer memory limitations at that time. Osuna et al. presented a decomposition approach using iterative methods in [19]. Joachims introduced practical techniques such as shrinking and kernel caching in [16], which are common implementation in many modern SVM softwares today. He also published his own SVM software called SVMLight [16] that uses these techniques, Platt invented SMO [20] to solve the standard QP problem by iteratively solving a QP problem with only two unknowns using analytical methods. This method requires a small amount of computer memory. Therefore, it addresses the memory limitation issue brought by large training data sets. Later on, Keerthi et al. developed an improved SMO in [17], which resolved the slow convergence issue in Platt’s method. More recently Fan et al. introduced a series of working set selection [9], which further improved the speed of convergence. The method has been implemented in the state of the art LIBSVM software [5]. Huang et al. developed the ISDA algorithm [14] to solve the SVM QP problem without the bias. The above major contributions summarize the work of how to implement a fast classic SVM in sequential programming.
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Some earlier works using parallel techniques in SVM can be found in [6,8,24,15]. Cao et al. presented a very practical Parallel SMO [3] implemented with Message Passing Interface on a cluster system. The performance gain of training SVM using clusters shows the beauty of parallel processing. This method is also the foundation of the proposed GPUSVM. Graf et al. introduced the Cascade SVM [11] which decomposes the training data set to multiple chunks and trains them separately. Then the support vectors from different individual classifiers are combined and fed back to the system again. They proved that the global optimal solution can be achieved by using this method. This parallelism is in the task level compared to the data level parallelism in Cao et al.’s work [3]. Cascade SVM offers a way to handle ultra-large data set training. Catanzaro et al. proposed a method to train a binary SVM classifier using GPU in [4]. Significant speed improvement is reported compared to the LIBSVM software. The latest GPU version of SVM is from [12]. They enable the possibility of training a multi-class classification problem on a GPU.

Cross validation [22,2] is a commonly used procedure which searches for the best hyperparameters. Particularly, n-fold cross validation is generally used for SVM training. Most current SVM tools offer cross validation function by sequentially training over a group of different hyperparameter combinations. These tasks usually run one by one and do not communicate with each other. People tend to use multi-threading to run multiple tasks at the same time but they are still independent from each other. And the performance gain of multi-threading highly depends upon the hardware specification. Our aim is letting the multiple training tasks be aware of each other and share the kernel matrix cached in memory. The novelty of this method let every task synchronize together at each iteration of the training phase and if some of these tasks share the same support vectors, there is no need to do duplicated kernel computations but simply fetch the kernel results from the memory. The most time consuming part, which is the nonlinear kernel computations, can be heavily reduced.

This paper is organized as follows. Section 2 briefly reviews the basic principles of SVM. Section 3 introduces the GPU hardware and its software platform CUDA for general purpose computing. Section 4 explains the parallel SMO algorithm implemented on GPU and the implementation for cross validation procedure. Performance results of the proposed algorithm are presented and analyzed in Section 5. Section 6 summarizes the conclusions and points out the future research direction.

2. Support Vector Machine

This section reviews the basic principles of designing an L1 soft margin SVM for solving binary classification problems.

2.1. Linear SVM with L1 soft margin

The SVM was originally proposed as an algorithm searching for the maximal margin in classifying two linearly separable classes. It is also referred to as SVM with hard margin and it cannot classify data sets with overlapping. In order to utilize the merits of SVM on overlapped data sets, Cortes and Vapnik [7] proposed a modification by adding a set of slack variables ζ, which allows but penalizes the data points on the wrong side of the margin. This is shown in

$$\min_{\vec{w},b,\xi} \frac{1}{2}||\vec{w}||^2 + C \sum_{i=1}^{n} \xi_i,$$

s.t. $\forall i: y_i(\vec{w}^T \vec{x}_i + b) \geq 1 - \xi_i$

where ξ permits the margin failure and the penalty value C trades off the wide margin with a small number of margin failures. $\vec{w}$ is the normal vector to the hyperplane. $\vec{x}_i$ is the input training vectors. $b$ is bias and $y_i$ is the label corresponding to the input training data point. n is total number of training data points. This optimization problem has a dual form as shown in

$$\min_{\alpha} \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j \alpha_i \alpha_j (\vec{x}_i^T \vec{x}_j) - \sum_{i=1}^{n} \alpha_i,$$

s.t. $\forall i: 0 \leq \alpha_i \leq C$ and $\sum_{i=1}^{n} y_i \alpha_i = 0.$

The Lagrangian multiplier αi has a box constraint and an equality constraint shown in Eq. (2). And each data point $\vec{x}_i$ is associated with one αi. In order to guarantee the existence of an optimal point for a positive definite QP problem, the Karush–Kuhn–Tucker (KKT) conditions should be satisfied. The KKT conditions for the QP problem described in Eq. (2) are met when

$$\forall i: \alpha_i(y_i d(\vec{x}_i) - 1 + \xi_i) = 0,$$

$$C - \alpha_i \xi_i = 0,$$

$$\alpha_i \geq 0 \text{ and } \xi_i \geq 0.$$ (3)

d(\vec{x}) is the predicted output label. There are three different cases for αi:

1. $\alpha_i = 0$. Then ξi = 0. Thus $\vec{x}_i$ is correctly classified.
2. $0 < \alpha_i < C$. Then $y_i d(\vec{x}_i) - 1 + \xi_i = 0$ and ξi = 0. Therefore, $y_i d(\vec{x}_i) = 1$ and $\vec{x}_i$ is called unbounded support vector and correctly classified. Denote set U containing all unbounded support vectors.
3. $\alpha_i = C$. Then $y_i d(\vec{x}_i) - 1 + \xi_i = 0$ and ξi ≥ 0. Thus, $\vec{x}_i$ is called bounded support vector. If $0 \leq \xi_i < 1$, $\vec{x}_i$ is correctly classified. If ξi ≥ 1, $\vec{x}_i$ is misclassified. Denote set B containing all bounded support vectors. Thus $U \cup B = S$, where set S contains all support vectors.

After the dual variables are calculated, the bias b is averaged over all unbounded support vectors by

$$b = \frac{1}{|U|} \sum_{i \in U} y_i - \sum_{j \in S} \alpha_j y_j (\vec{x}_i^T \vec{x}_j).$$ (4)

The query point can be classified using

$$d(\vec{x}) = \sum_{i \in S} \alpha_i y_i (\vec{x}_i^T \vec{x}) + b,$$

$$o(\vec{x}) = \text{sgn}(d(\vec{x})).$$

where sgn() is a sign function.

$$o(\vec{x}) = \begin{cases} +1 & \Rightarrow \vec{x} \in \text{Positive Class} \\ -1 & \Rightarrow \vec{x} \in \text{Negative Class}. \end{cases}$$

2.2. Nonlinear SVM with L1 soft margin

The dual form of a nonlinear SVM with L1 soft margin is very similar to Eq. (2).

$$\min_{\alpha} \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j K(\vec{x}_i, \vec{x}_j) \alpha_i \alpha_j - \sum_{i=1}^{n} \alpha_i,$$

s.t. $\forall i: 0 \leq \alpha_i \leq C$ and $\sum_{i=1}^{n} y_i \alpha_i = 0.$

A kernel function $K(\vec{x}_i, \vec{x}_j)$ is introduced in the above equation. The kernel trick maps the original input space to a higher dimensional
Table 1
List of popular kernel functions.

<table>
<thead>
<tr>
<th>Type of classifier</th>
<th>Kernel function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear kernel</td>
<td>( K(\vec{x}_i, \vec{x}_j) = \vec{x}_i^T \vec{x}_j )</td>
</tr>
<tr>
<td>Polynomial kernel</td>
<td>( K(\vec{x}_i, \vec{x}_j) = (\vec{x}_i^T \vec{x}_j + 1)^d )</td>
</tr>
<tr>
<td>Radial basis kernel</td>
<td>( K(\vec{x}_i, \vec{x}_j) = e^{-\gamma</td>
</tr>
</tbody>
</table>

Fig. 1. The architecture of a CUDA-capable GPU. (Courtesy to NVIDIA.)

The popular kernel functions can be found in Table 1. The bias \( b \) can be computed by

\[
b = \frac{1}{|U|} \sum_{i:x_i \in U} y_i - \sum_{j:x_j \in S} \alpha_j y_j K(\vec{x}_i, \vec{x}_j),
\]

and the decision function is

\[
d(\vec{x}) = \sum_{i:x_i \in S} \alpha_i y_i K(\vec{x}_i, \vec{x}) + b.
\]

Computing the outputs of kernel functions are referred to as kernel computations, which are expensive in terms of time cost due to its nature of intensive computation. These operations drastically slow down the training procedure.

3. General purpose computing using graphics processing unit

This section briefly introduces the GPU hardware and the CUDA development platform.

3.1. Graphics processing unit

GPUs are microprocessors commonly seen on video cards. The main function of GPU is offloading and accelerating the graphics rendering jobs from the CPU. Before 2006, most GPUs were designed in a way that computing resources were partitioned into vertices and pixel shaders. The only way to accessing GPUs is using OpenGL or DirectX. Smart programmers disguised their general computation problems to graphics problems in order to utilize the hardware capability of GPU. In order to overcome this inflexibility, NVIDIA introduced the GeForce 8800 GTX in 2006, which maps the separated programmable graphics stages to an array of unified processors. Fig. 1 shows the shader pipeline of GeForce 8800 GTX GPU. All later GPU products from NVIDIA follow this design philosophy thus they are capable of general purpose computing and referred to as CUDA capable devices.

The latest Tesla GPU has the shader processors (cores) fully programmable with large instruction memory, instruction cache and instruction sequencing control logic. Several shader processors share the same instruction cache and instruction sequencing control logic. The Tesla architecture introduced a more generic parallel programming model with a hierarchy of parallel threads, barrier synchronization and atomic operations to dispatch and manage highly parallel computing work. Combined with C/C++ compiler, libraries, runtime software and other useful components, CUDA Software Development Kit is offered to developers who do not possess the programming knowledge of graphics applications. With a minimal learning curve of some extended C/C++ syntax and some basic parallel computing techniques, developers can start migrating existing projects using CUDA with NVIDIA GPUs.

3.2. Computing unified device architecture

CUDA is a software platform developed by NVIDIA to support their general purpose computing GPUs for easy programming and porting existing applications to GPUs. It primarily uses C/C++ compiler, libraries, runtime software and other useful components, CUDA Software Development Kit is offered to developers who do not possess the programming knowledge of graphics applications. With a minimal learning curve of some extended C/C++ syntax and some basic parallel computing techniques, developers can start migrating existing projects using CUDA with NVIDIA GPUs.

Fig. 2 shows the memory model of the CUDA device. The threads are organized in a hierarchical structure. The top level is a grid which contains blocks of threads. Each grid can contain at most 65,535 blocks in either x- or y-dimension or both in total. Each block can contain at most 1024 (Fermi series) or 512 threads in either x- or y-dimension, or maximally 64 in z-dimension. The total number of threads in all three dimensions must be less than or equal to 1024 or 512 depending on the hardware specification. The organization of threads is shown in Fig. 3. The host (CPU) launches the kernel function on the device (GPU) in the form of grid structure. Once the computation is done, the device becomes available again then the host can launch another kernel function. If multiple devices are available at the same time, every kernel function can be managed through one CPU thread. It is fairly easy to launch a grid structure containing thousands of threads. The optimum number of thread and block configuration varies among different applications. To achieve better performance, there should be at least thousands or tens of thousands of threads with in one
grid. It would not make much sense to use too few threads to extract maximal performance from hardware. However, too many threads whose number exceeds the number of data would also increase the thread overhead and bring down the efficiency. The multiprocessor creates, manages, schedules, and executes threads in groups of 32 parallel threads called warps. Thus a multiple of 32 could be a good candidate value for the optimal number of threads per block. Threads within the same block have limited shared memory and they are able to communicate with each other by using these shared memory. All threads have their own registers and access to the global memory as well as the constant memory. The size of the global memory can be as large as up to 6 GB (depending on the GPU hardware). Similar to MPI, there is no shared memory between host and device thus the data must be transferred from the host memory to device memory in the first place. The result must also be transferred back for future processing or storage.

4. CUDA implementation of multitask cross validation for SVM

This section introduces how to integrate the multitask cross validation in the binary SVM algorithm using CUDA.

4.1. Cross validation

The $n$-fold cross validation is a procedure to locate the best hyperparameters (penalty value $C$, Gaussian RBF kernel shape value $\gamma$ and the order of polynomial kernel $d$) for SVM. For example, a 5-fold cross validation procedure splits the training data set equally into five smaller sets. During each fold of the training phase, every small set is used as the testing data set once and the remaining sets are used for training. The total number of misclassified samples is accumulated to compute the final accuracy. For example, a Gaussian RBF SVM has two hyperparameters, the penalty value $C$ and the shape parameter $\gamma$. If there are 10 different $C$ values and 5 different $\gamma$ values, the 5-fold cross validation procedure will run 50 times, which are 250 training runs and 250 testing runs.

We have mentioned that the kernel computations are expensive in terms of time cost in Section 2. During the training phase, even the simplest linear kernel requires a matrix–vector multiplication for each support vector. Nonlinear kernel computations will cost more due to the complexity of the kernel functions. On the other hand, it is unwise and impossible to compute the complete kernel matrix in advance, because the order of the square kernel matrix is equal to the total number of training samples. There is not enough memory space for storing the complete kernel matrix in general, nor are all training samples used as support vector. Many SVM applications tend to compute the kernel values during the training and store a portion of complete kernel matrix in the system memory for later access. They do cross validation as independent tasks one by one in a sequential manner as shown in the upper part of Fig. 4. In this way, when each training task is completed, its cached kernel values are removed from the memory. This causes duplicated kernel computations across different tasks for different hyperparameters. Fig. 5 shows a binary SVM problem trained with different $C$. The data set used is an artificial data set which has two overlapped classes with normal distribution. The linear kernel is used in this example and the penalty value $C$ is the only hyperparameter. It is easy to observe from the figure that all four tasks with different $C$ values share certain support vectors. These shared support vectors are shown in Fig. 6. The kernel computations for these shared support vectors are redundant and calculated at least four times in total assuming they are all cached in the memory. The total
amount of duplicated kernel computations scales with the number of $C$ values used in the cross validation procedure. This is the exact case of running cross validation procedure. However, all these cached kernel values can be shared across different tasks to remove the duplicated kernel computations if they are trained together. Here, we propose a parallel mechanism for cross validation using GPU shown in the lower part of Fig. 4.

The $n$-fold cross validation is done in the following way. All penalty values $C \in \{C_1, \ldots, C_{10}\}$ are grouped together for training. The testing procedure is also parallelized. Therefore, the total number of training runs reduces to 25 and so does the total number of testing runs. Our tests have shown that the time cost for the grouped $C$ training is very close to the time cost for the slowest $C$ trained alone. More results can be found in Section 5.

4.2. The parallel SMO algorithm

Cao et al. [3] developed the PSMO algorithm to accelerate binary SVM training by partitioning the input data set and splitting it across multiple computing nodes. Herrero-Lopez et al. [12] further improved it and developed the P2SMO algorithm for multi-class SVM. In P2SMO, each task is a standalone binary classification problem. Our implementation uses the merits from these two algorithms but extends them for optimizing the cross validation procedure.

4.2.1. The foundation of SMO

Define the following index sets at a given $\alpha$ and $y$:

- $I_0 = \{i : 0 < \alpha_i < C\}$.
- $I_1 = \{i : y_i = 1, \alpha_i = 0\}$.
- $I_2 = \{i : y_i = -1, \alpha_i = C\}$.
- $I_3 = \{i : y_i = 1, \alpha_i = C\}$.
- $I_4 = \{i : y_i = -1, \alpha_i = 0\}$.
- $I_{up} = I_0 \cup I_1 \cup I_2$.
- $I_{lo} = I_0 \cup I_3 \cup I_4$.

The KKT conditions can be rewritten as

$\forall i \in I_{up} : \ b \leq e_i$,  
$\forall i \in I_{lo} : \ b \geq e_i$.
Fig. 4. 5-fold cross validation steps for Gaussian kernels.

Fig. 5. Linear binary SVM training on the same data set with different C.
where
\[ e_i = \sum_{j \in S} \alpha_j y_j K(\tilde{x}_j, \tilde{x}_i) - y_i, \] (10)

thus the KKT conditions will hold if and only if
\[ b_{lo} = \min\{e_i : i \in I_{up}\}, \]
\[ b_{lo} = \max\{e_i : i \in I_{lo}\}, \]
\[ b_{lo} \leq b_{up} \] (11).

An index pair \((i, j)\) violates the KKT condition if
\[ i \in I_{lo}, \quad j \in I_{up} \quad \text{and} \quad e_i > e_j, \] (12)

thus the objective is eliminating all \((i, j)\) pairs which violate the KKT condition. However, it is usually not possible to achieve the exact optimality conditions. Thus, it is necessary to define the approximate optimality conditions. This is shown in the following equation:
\[ b_{lo} \leq b_{up} + 2\tau, \] (13)

where \(\tau\) is a positive tolerance parameter. It is usually set to 0.001 for general applications recommended in [20]. The bias value can be computed by
\[ b = \frac{b_{lo} + b_{up}}{2}. \] (14)

In each iteration of the training phase, the \(\alpha\) values are updated by
\[ s = y_{up} y_{lo}, \]
\[ \eta = K(\tilde{x}_{lo}, \tilde{x}_{lo}) + K(\tilde{x}_{up}, \tilde{x}_{up}) - 2K(\tilde{x}_{lo}, \tilde{x}_{up}), \]
\[ \alpha'_{up} = \alpha_{up} + \frac{y_{up}(e_{lo} - e_{up})}{\eta}, \]
\[ \alpha'_{lo} = \alpha_{lo} + s(\alpha_{lo} - \alpha_{up}). \]

After new \(\alpha\) values are computed, the error vector for all training data must be updated by
\[ e_i' = e_i + (\alpha_{new} - \alpha_{lo}) y_i K(\tilde{x}_i, \tilde{x}_i) + (\alpha_{new} - \alpha_{up}) y_i K(\tilde{x}_i, \tilde{x}_i). \] (19)

Most kernel values are cached in the GPU device memory, which depends upon the available memory space. In general, the larger the device memory is, the better the performance should be.

**4.2.2. Multitask cross validation algorithm**

Data level parallelism is considered within one single binary classification task. The training sample is split into \(P\) subsets, which are mapped to \(P\) blocks on the GPU. The initialization of \(\alpha_i\) and \(e_i\) are done on the device. After the initialization is completed, each block computes their local \(b_{up}^{lo}, b_{lo}^{lo}, b_{lo}^{up}, b_{up}^{up}\) using reduction technique. \(b_{lo}^{up}\) and \(b_{lo}^{lo}\) are the corresponding indexes for \(b_{lo}\) and \(b_{up}\). Then the global \(b_{up}, b_{lo}\) are computed on the CPU. These global values can also be computed on the GPU using a single block structure, but it is much more efficient to do this using the CPU because of its smaller scale. Multiple tasks are used for training the data set with several different penalty values simultaneously. Each task is marked with a superscript \(k\) and it has its own penalty value \(C\). Each run of the loop is one iteration to minimize the objective function. The optimality condition is set the same as the one used in the sequential algorithm. The difference is that this optimality condition must be met for all tasks to converge. At each iteration of the loop, every task looks at other tasks and checks if other’s current violators are the same as its own ones. These operations are synchronized by the CPU. If the violators are shared in other tasks, the related kernel values are cached in the CPU and they can be fetched directly. Otherwise, the CPU will launch the GPU routine to compute those kernel values and the cache will be updated. The fast calculation of kernel values on CPU is the core acceleration part of the SVM algorithm. This is because of the computational complexity of the kernel functions. However, the multitask cross validation training with different hyperparameters eliminates some of these unnecessary kernel computations, which reduces the time cost for the cross validation training significantly.

**Algorithm 1 Parallel cross validation.**

\[ \alpha_i^k = 0, e_i^k P = -y_i^k \] (device)

\[ \text{compute } b_{up}^{lo, k}, b_{lo}^{lo, k}, b_{lo}^{up, k}, b_{up}^{up, k} \] (device)

\[ \text{compute } b_{up}^{lo, p}, b_{lo}^{lo, p}, b_{lo}^{up, p}, b_{up}^{up, p} \] (host)

\[ \text{while } b_{lo}^{lo, p} > b_{lo}^{up, p} + 2\tau \text{ do} \]

\[ \forall p, q \in [1, k] \text{ and } p, q \in \mathbb{Z} \]

\[ \text{if } b_{up}^{lo, p} = b_{up}^{lo, q} \text{ and } b_{lo}^{up, p} = b_{lo}^{up, q} \text{ then} \]

\[ \text{fetch kernel values from GPU memory} \]

\[ \text{else} \]

\[ \text{compute } K_{\tilde{x}_{lo, p}, \tilde{x}_{lo, q}}, K_{\tilde{x}_{up, p}, \tilde{x}_{up, q}}, K_{\tilde{x}_{lo, p}, \tilde{x}_{up, q}} \] (device)

\[ \text{end if} \]

\[ \text{update } \alpha_{lo}^{p}, \alpha_{lo}^{q} \] (device)

\[ \text{compute } b_{up}^{lo, p}, b_{lo}^{lo, p}, b_{lo}^{up, p}, b_{up}^{up, p} \] (device)

\[ \text{compute } b_{up}^{lo, k}, b_{lo}^{lo, k}, b_{lo}^{up, k}, b_{up}^{up, k} \] (host)

\[ \text{end while} \]

\[ \text{use } e_i^k \text{ to test the testing set} \]

**return** number of misclassified testing samples in a vector for this task \(C = [C_1, \ldots, C_k] \)

**4.3. Cache design**

There are two layers in the cache shown in Fig. 7. They are the abstract layer and the physical layer. The abstract layer is used as a programming interface to maintain the Least Recently Used (LRU) list which is on the GPU side. The physical layer is the GPU device memory layout. A 2D array referred to as cache array on the GPU device is used as the storage of kernel matrix. Each row stores a kernel vector containing kernel values from one support vector to all data points. Thus the number of columns is fixed to the number of all data points and the number of rows is the size of the cache, which depends upon the available memory on the GPU device. The abstract layer contains a vector of nodes and a LRU list. Each node includes information about status, location and timestamps.
Each node represents a data point, status indicates whether the node is in the LRU list; location stores the row number of cache array on the GPU device; lrulistpos stores the position of the node in the LRU list. The LRU list has the same size as the cache. There are two different scenarios of doing operations on the cache:

1. The new support vector is in the cache. If lrulistpos points at the head of LRU list, do nothing and return its location. If not, remove it from the LRU list and append it back to the head of LRU list. Update the its lrulistpos and return its location. The GPU fetches the kernel vector from the location directly.

2. The new support vector is not in the cache.

   (a) If the cache is not full, append the new support vector at the head of the LRU list and update its lrulistpos. Increase the size of the LRU list by 1 and set the new support vector’s location to the value of LRU list’s size after the increment. Set its status to IN, return its location and ask for kernel computation. The GPU computes the kernel vector and stores it in the location on the GPU device memory. This operation overwrites a blank space.

   (b) If the cache is full, retrieve the support vector from the end of the LRU list and assign its location value to the new support vector’s location. Set the expired support vector’s status to OUT. Remove the expired support vector from the LRU list and append the new support vector at the head of the LRU list. Update the lrulistpos of the new support vector and set its status to IN. Return its location and ask for the kernel computations. The GPU computes the kernel vector and stores it in the location on the GPU device memory. This operation overwrites the memory space used by the expired support vector.

By carrying out the above operations, the most recently used support vector will always appear at the head of the LRU list. Whenever the cache is full, the erased point is always the least recently used support vector. This cache design minimizes the unnecessary kernel computations within one single binary task as well as multitask cross validation. If the cache size is large enough, kernel vectors of all support vectors appeared during training are only computed once.

![Cache Structure Design](image)

**Fig. 7.** The cache structure design.

### Table 2

<table>
<thead>
<tr>
<th>Data set</th>
<th># of training samples</th>
<th># of testing samples</th>
<th># of features</th>
<th>$C$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>270</td>
<td>N/A</td>
<td>13</td>
<td>0.5</td>
<td>0.0625</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>N/A</td>
<td>60</td>
<td>4</td>
<td>0.125</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>683</td>
<td>N/A</td>
<td>10</td>
<td>0.25</td>
<td>0.125</td>
</tr>
<tr>
<td>Adult</td>
<td>32,561</td>
<td>16,281</td>
<td>123</td>
<td>1</td>
<td>0.0625</td>
</tr>
<tr>
<td>Web</td>
<td>49,749</td>
<td>14,951</td>
<td>300</td>
<td>64</td>
<td>8</td>
</tr>
</tbody>
</table>

### 5. Experimental results

This section presents the performance results obtained by the proposed algorithm. The routines are developed using CUDA in C/C++. The following measurements are carried out by our latest workstation computer equipped with two Intel Xeon X5680 3.3 GHz six-core CPUs, 96 GB ECC DDR3 1333 MHz main memory, six Tesla C2050 with 3 GB GDDR5 memory each and two Tesla C2070 with 6 GB GDDR5 memory each. The storage device is a 128 GB SSD with Fedora Core Linux 14 x 64 installed. The CUDA driver and runtime version are both 3.2. Only one Tesla C2070 card is used in all benchmark tests.

### 5.1. Data sets

All data sets used in the experiments are downloaded from the official LIBSVM website with pre-scaled values. The characteristics of the data sets and the hyperparameters used for the Gaussian RBF kernel are listed in Table 2. They are all binary class data sets. Sonar, breast-cancer, adult data sets are originally from UCI [10] and heart data set is from Statlog [21]. Web is web pages text categorization used in [20]. The hyperparameter $C$ is the penalty value and $\gamma$ is the shape value of RBF kernel. The best hyperparameters for each data set are listed for the sake of accuracy verification. And they are discovered by using 5-fold cross validation on $C \in \{2^i, i \in [-10, 10]\}$ and $\gamma \in \{2^i, i \in [-5, 5]\}$ and $i \in \mathbb{Z}$. 

### Table 2

<table>
<thead>
<tr>
<th>Data set</th>
<th># of training samples</th>
<th># of testing samples</th>
<th># of features</th>
<th>$C$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>270</td>
<td>N/A</td>
<td>13</td>
<td>0.5</td>
<td>0.0625</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>N/A</td>
<td>60</td>
<td>4</td>
<td>0.125</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>683</td>
<td>N/A</td>
<td>10</td>
<td>0.25</td>
<td>0.125</td>
</tr>
<tr>
<td>Adult</td>
<td>32,561</td>
<td>16,281</td>
<td>123</td>
<td>1</td>
<td>0.0625</td>
</tr>
<tr>
<td>Web</td>
<td>49,749</td>
<td>14,951</td>
<td>300</td>
<td>64</td>
<td>8</td>
</tr>
</tbody>
</table>
Table 3
The accuracy comparison between GPUSVM and LIBSVM on the experimental data sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM</th>
<th>Training accuracy (%)</th>
<th>Predicting accuracy (%)</th>
<th># of support vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>LIBSVM</td>
<td>85.1852</td>
<td>N/A</td>
<td>146</td>
</tr>
<tr>
<td></td>
<td>GPUSVM</td>
<td>85.1852</td>
<td>146</td>
<td></td>
</tr>
<tr>
<td>Sonar</td>
<td>LIBSVM</td>
<td>100</td>
<td>N/A</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>GPUSVM</td>
<td>100</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>LIBSVM</td>
<td>97.2182</td>
<td>N/A</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>GPUSVM</td>
<td>97.2182</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td>LIBSVM</td>
<td>85.7928</td>
<td>85.0132</td>
<td>11,647</td>
</tr>
<tr>
<td></td>
<td>GPUSVM</td>
<td>85.7928</td>
<td>85.0193</td>
<td>11,587</td>
</tr>
<tr>
<td>Web</td>
<td>LIBSVM</td>
<td>99.4553</td>
<td>99.4515</td>
<td>35,231</td>
</tr>
<tr>
<td></td>
<td>GPUSVM</td>
<td>99.4553</td>
<td>99.4515</td>
<td>35,220</td>
</tr>
</tbody>
</table>

5.2. Accuracy verification

The proposed method is trained and tested by using one set of $C$ and $\gamma$ values to verify the accuracy performance on the given data sets. Both the accuracies obtained for training set and testing set are given compared to the results obtained using the LIBSVM tool shown in Table 3. There is only one task running in this scenario. We denote the GPU method as GPUSVM-S. It can be readily seen that the accuracy performance of our proposed method is as good as LIBSVM. For small data set, GPUSVM-S has the exact same number of support vectors as LIBSVM does. They also have the same accuracy. However, they get a slightly different number of support vectors for large data sets and the accuracy performances also have very small differences. One possible explanation for this tiny difference can be that the precisions offered by the basic math functions (e.g., exponential function) from CPU and GPU are different. The implementations of LIBSVM second order heuristics and shrinking techniques may also cause the differences in the final results. Nevertheless, both tools present excellent classification accuracy.

5.3. Speed performance analysis

Only adult and web data sets are measured for speed performance. The other data sets are considerably small and their training time costs are trivial. Table 4 shows the comparison of the training time cost between GPUSVM-S, GPUSVM-P and LIBSVM. GPUSVM-S is single task training as mentioned before and it trains a pair of $C$ and $\gamma$ one by one on GPU. GPUSVM-P uses the proposed method to train all $C$ and one $\gamma$ together. LIBSVM trains a pair of $C$ and $\gamma$ one by one which is the same as what GPUSVM-S does. For adult data set, the $\gamma = 0.0625$ and $C \in \{0.125, 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64\}$. For web data set, the $\gamma = 8$ and $C \in \{0.125, 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64\}$. The performance of LIBSVM is set as the baseline. GPUSVM-P gets 10 times faster on adult data set and almost 100 times faster on web data set for SVM training.

In order to analyze the performance result in more detail, Fig. 8 shows the independent task comparison between LIBSVM and GPUSVM-S. Both of them are measured with 10 pairs of different combinations of $C$ and $\gamma$ values in 10 tasks. GPUSVM-S shows good speed improvement on every independent task. The total number of support vectors of GPUSVM-S and LIBSVM is very close in each task, which guarantees the accuracy performance. The support vectors and their related $\alpha$ obtained by GPUSVM-P are identical to GPUSVM-S. The total number of kernel computations are shown in Fig. 9. The duplicated kernel computations in GPUSVM-S lead to a longer training time compared to GPUSVM-P.

6. Conclusions

In summary, the proposed GPUSVM shows excellent speed improvement compared to the state of the art LIBSVM tool. It has as good performance as LIBSVM in terms of classification accuracy. The speed improvement is further increased by involving multitask training for different hyperparameters in the cross validation procedure. The standard cross validation procedure suffers from the slow training because of the redundant computations of kernel values across multiple tasks in the traditional setting. The proposed GPUSVM resolves this issue by parallel executing several training
tasks simultaneously and all tasks can share the same cache memory for storing kernel values. In this manner, most duplicated kernel computations across different tasks are eliminated. The speed performance is expected to be better on the GPU device that has a larger physical memory. The next extension of this work will be using multiple GPU devices to solve even larger SVM training problem in parallel fashion.
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