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Abstract. In this paper we explore the interest of compaote
intelligence tools in the management of the Quatifyservice
(QOS) for ADSL lines. The paper presents the ptaifand the
mechanism used to monitoring the quality of seratthe Orange
ADSL network in France in the context of the auaility of the
VolIP services. In particular, this platform alloti®e detection and
the classification of the unstable lines in thewwek. The
interpretation of results given by the classifioatiprocess allows
the discovery of a knowledge used to improve thee@ss which
labels the lines (stable/unstable) and to prevemfficient
supervision of the network.

1 INTRODUCTION

Internet is now the common platform for voice amdewo services.
The services are delivered through ADSL lines. i#g end of the
line, at customer's home the connection point betwehe
customer and the internet is in most cases a blo&.bbx is also
the mean by which an internet access provider aived its
services (telephony, internet, television, videerademand).

The quality of the multimedia services given oreinet can be
affected by various factors dependant of what ccaar the
network like congested links, latency, data lossjependant of the
good working of the platforms which deliver thesees.

Quality of service (QoS) is crucial to guarantytttiee services
will be delivered with good quality to the custome®oS refers to
a broad collection of networking technologies aachhiques [10].
The monitoring of the QoS is a way to detect fatamce when a
process or an element of network are working oetsdl their
working area or are not working properly. The dailection and
the observation of some end to end QoS measurasway to
determine the origin of the trouble: element ofwwak, physical
line or box. The precise knowledge of the troularse is a key
point to an appropriate and rapid reaction of ty@esvision service
to assure a good quality of service.

Orange the French telecommunication
implemented a complex chain dedicated to the mongoof the
QoS for its ADSL services in order to increase $hésfaction of
its customers. This chain is based on the collectib a vast
number of end to end measures and the creatiordimfators.

The goal of this paper is not to describe precisbly entire
chain. This paper focuses on one specific parhisf¢hain and on
the detection of one type of problem that is thentdication of
unstable ADSL lines. The context of the QoS isrietstd to the
availability of the telephony on IP (VolP) servitem the Orange
box (the live box). We show how the detection o$table ADSL
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lines helps to improve the QoS and allows the etita of
additional knowledge to reinforce the global chain.

We successively present the different parts ottten from the
angle of a data mining process (from objective ashata
understanding to modeling and results exploitatidmjo steps of
the process are more specifically described: theafitg step and
the result interpretation steps. The detectiorhefunstable ADSL
lines is performed with a dedicated classifier dase naive bayes.
Then a deep analysis of the classification reshiés been
conducted to better understand which explanatonpies explain
the classification results and what are the actiiet can be
applied to improve the ADSL lines stability but @lthe labeling
process.

2 MANAGEMENT OF THE QoSWITH A
COMPLETE DATAMINING PROCESS

Data miningcan be definedthe non-trivial process of identifying
valid, novel, potentially useful, and ultimately derstandable
patterns in data” [6]. Several industrial partniease proposed to
formalize this process using a methodological guitEmed
CRISP-DM, for CRoss Industry Standard Process for Diténg
[4]. The CRISP-DM model provides an overview of tiie tycle
of a data mining project, which consists in thddeing phases:
business understanding, data understanding, datpamation,
modeling, evaluation and deployment. The CRISP-DM ehasl
mainly a process guide for data mining project. presentation of
our QoS processing chain is based on this structureour
discussion we are specifically interested in thedefiog and
evaluation phases. The whole process in the Qof&xiis given
on Figure 1.

21 Business under standing

company  hagjs initial phase focuses on understanding thgeptmbijectives

and requirements from a business perspective,@rddonverting
this knowledge into a data mining problem defimitioand a
preliminary plan designed to achieve the objectile®ur context
the objective is clearly: how to increase the coiosatisfaction?
In this study, the detection of the unavailabildf the services
delivered by the live Box (VolP or internet) is theean chosen to
contribute to this objective.

The Orange’s service in charge of the QoS manageimen
proposed two kinds of answers. The first one comsis the
creation and publication of weekly dashboards timfosome QoS
metrics and to be able to react quickly when degfiad is



detected. The second one is the automatic clestific of ADSL
lines (in two main classes: stable or unstablejhis paper we will
concentrate on the identification of unstable AD®Es. We show
how this detection helps to improve the QoS andettteaction of
additional knowledge that is suitable to reinfotte detection
chain.
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The data understanding phase starts with an imt# collection
and proceeds to an explanatory analysis to getlifanvith the
data and to identify data quality problems.

The availability of the IP telephony service is @ahg by a
functionality included in the live box. The funatiality works
when the live box is on. It is able to detect thewailability of the
service but also to raise the reason of this utetiéity. It can also
perform some measures of vocal quality during cdllse main
advantage of this system is that it is locatedlasecas possible of
the customer and gives an end to end vision obémeice as it is
perceived by the customer. This paper is mainlyceamed by the
VolIP service availability.

Each time an event is detected the mentioned fumality
produces a ticket which is send to a platform ctitg and
centralizing the whole tickets. To be more precibe, availability
ticket is produced twice: the first time when tleevice is lost and
the second time when the service comes back. asigitket gives
the nature of the event that is the cause of thecgelost. It is also
possible to assess to the duration of unavailgbilihe content of a
ticket concerns only anonymous information aboetdtate of the
live box according to the services it has to delide no way
private information about the network activity detowner of the
live box is seen.

Data under standing

2.3

This phase covers all activities to construct theaset that will be
fed into the modeling tool, from the initial raw @lational data [8,
4].

In our QoS processing chain, the tickets are ckrddhin an
analysis and treatment platform where they areckad with
additional information like the network charactéds of the line
and several key point indicators specifying theetypf problems
and the length of unavailability.

The tickets are then fed into a database thanks $pecific
application that takes the tickets log and tramsfoit into a flat
table (a table composed Wfinstances and variables). A view of
the live boxes events for the last 35 days is kefhis database by
the mean of all the produced tickets.

Data preparation

24 Label of ADSL lines

Orange uses a specific network application to fu#ie quality of
its ADSL lines. This application is based on thiefrogation of the
DSLAMs (for Digital Subscriber Line Access Multipder), which
return the count of the number of resynchronizatifor each line
and the length of these resynchronizations. Thisbar is strongly
correlated to the stability of the line which i, directly linked to
the availability notion. An inspection period of lagst 6 hours is
needed before the qualification of the line. Thea tool is able to

label each ADSL line to one of the third followirgategories:
stable, risky or instable.

25 Modeling

In this phase, various modeling techniques can dbected and
applied, and their parameters have to be calibrédedptimal

values according to a success criterion. In the@ead this paper,
the detection of the ADSL lines stability is theskato perform.

This classification problem will be defined andatissed in-depth
in section 3.1.

2.6

Before proceeding to the final deployment of a mpdelis
important to thoroughly evaluate the model, andenevthe steps
executed to construct the model, to be certaimapgrly achieves
the business objectives. At the end of this phasiecision on the
use of the data mining results should be reached.

The evaluation method and the generalization pedoce of
the classification model are discussed section 3.2.

We propose an interpretation phase in sectionbétier explain
the classification results (for example, which exgaltory variables
explain that an ADSL line has been classified astabie and how
this line can be made less unstable). This allowstau extract
additional knowledge to reinforce the QoS chain.

Evaluation and result inter pretation

2.7

The deployment phase can be as simple as genesateqprt or as
complex as implementing a repeatable data mininggss. The
model will be applied to a larger database (thgeiapopulation)

than the training database. In this phase it ioitamt for the user
to understand up front what actions will need tochaied out in

order to actually make use of the created modeds. dar QoS

application the data collection and preparatiorsphas well as the
modeling phase are currently industrialized. Thaugtrialization

of the use of prediction information is still in ggress (fine

analysis of results, labeling improvement of linate, automatic
labeling of tickets for filtering).

Deployment

3 MODELING: CLASSIFICATION OF
ADSL LINES

In this section the modeling step of the data ngnprocess is
presented. The model is a classifier designedhferctassification
of ADSL lines stability. The following notations eiintroduced:
we call T the data table withtK instances andl explanatory
variables.C is the number of classes. An instangés represented
with a vector ofJ dimensions,f is the probabilistic classifier
learned from a modeling table.
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Five days of tickets have been extracted from th& gblatform
storage for the analysis. These data make theitgaihatabase
used for the construction of the classification elod’he unit we
want to analyze is the ADSL line.

Data and experimental protocol
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Figurel. The data mining process: from tickets to QoSaattirs

A line is characterized by a set of indicators gegkd from the
tickets. The indicators are of different sorts. ®awhthem identify
the live box (MAC address of the box, serial numimeodel and
firmware for example). Others concern the line #mel network
elements the line is connected up (DSLAM model mache, BAS
name, etc.). The last group is for the events ks led to the
ticket production (total number of tickets, numhmr tickets of
service lost and service return during the periothl duration of
events, duration of events of each type, etc.).e Hypes of
unavailability events are detected by the live bagboots,
desynchronizations of the ADSL line, lost of sesdRPP (Point to
Point Protocol), TolP connection problem (Telephawer IP),
TolP configuration lost at the live box level.

Finally a line is represented by a vector of 39 laxatory
variables that are categorical or continuous. Wd &l these
descriptors the information about the state oflithe coming from
the network application as described above. Theefiggldatabase
holds 71164 instances. The prior on the classddestasky and
unstable are respectively of 0.881, 0.054 and 0.064

way. The best discretizations and value groupimgsogtimized
using the bottom-up greedy heuristic describe@®]n [

The system has no hyper-parameter or user-paratoedeljust.
Another advantage of this approach is that non rin&ive
variables are discretized in one single intervadl @an thus be
reliably discarded. This approach also quantitatievaluates the
predictive importance of each variable for the ¢arg

3.2 Classification results

A k-fold cross validation procedure (wikk¥10) has been used.

The performance of every model is computed on thé Which
has not been used to train the classifier. The'test' results are
then combined to give an estimation of the germatitin error of
the model. The folds used to do the training ofittigéal classifier
do not cross the test set.

The predictive model is evaluated using the acguran
classification (ACC) and the area under the ROC cuildC)) [5]
(the higher the criteria, the better, with 1.00idating perfect
performance). The numerical results for the twoteda are

Experiments have been made with the Khiops softwargespectively0.8924 +/- 0.0017 and 0.8185 +/- 0.0078 that are very

(developed by Orange Labs) which is a data minaad &llowing

to automatically build successful classification dats. Khiops
implements an extension of the naives Bayes clasdificluding

model averaging) called Selective Naive Bayes diassKhiops

operates in two steps. In the first step consisitingreparing data,
explanatory variables are individually evaluated rogans of an
optimal discretization method in the numerical casby means of
optimal grouping values in the categorical case.

Supervised discretization [2] (or value grouping) [i& treated
as a non parametric model of conditional probabdit the output
variable given an input variable with the MODL apach
(Minimum Optimized Description Length).

In the second step, the modeling step, the digetéin is
turned into a model selection problem and solve@ iBayesian

good results.

Another way to present the performance of a modethe
cumulative gain curve. It is a graphical represéoaof the
advantage of using a predictive model to chooseclwhinstable
lines to select. The x-axis gives the proportionhaf lines with the
best probability to correspond to the target (Usistaclass),
according to the model. The y-axis gives the pesgm of the
targeted lines reached. The curves are plotted igard-2. The
diagonal represents the performance of a randomemddwe
target 20%of the lines with the random model, we are able
reach 20% of the unstable lines. With the currendeh when 20%
of the lines are observed, 77% of the unstables lare reached.

A deep analysis of the classification errors haswshthat main
classification errors come from the wrongly assigntrof the label



stable to a line that had been found unstable ey rtbtwork
application.
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Figure2. The lift curve

This difference is coherent with the observationrdendy the
network service in charge of the labeling of ADSihek that has
detected a problem in the labeling of some linegh(\the label
unstable while they are not). This happens in sSBBeAMs with
specific cards that are unable to distinguish modetinctions
from desynchronizations due to ADSL transmissionhe T
consequence is the increase of the count of desymications
used by the network application to determine théesof a line and
so to wrongly label a line as unstable.

Khiops allows further interpretation of the numatficesults. As
said earlier, the tool analyses each variable iaddently for the
target in the preparation step and return a vdiaeis directly its
predictive importance (the level). The table 1 eamd the 5 most
informative variables found by Khiops to classiffD8L lines. In
total, 31 variables have been found useful for el (with a
level >0).

Table 1. The variables ranked by level of importance.

rank Variable name level
1 nb_tickets 306_1  0.172868
2 nb_tickets 308 1  0.172453
3 nb_tickets C 0.151913
4 nb_tickets 0.150877
5 nb_tickets_308 0.14135

306_1 is the code for a lost of service for an éevef type
desynchronization, 308_1 is the code for a retdreeovice for the same
type of event.

The observation of the more informative variablesftms that
the stability notion is strongly correlated to thdormation of
ADSL line desynchronization. This is perfectly cimtsnt with the
lines labeling method used by the network applicatvhereas the
view given by the software agent in the live boxomy a service
view completely independent of the network view.

4 EVALUATION AND RESULT
INTERPRETATION

This section is dedicated to the evaluation anermetation steps.
We propose a method t@) identify the importance of the
explanatory variables for every ADSL line in theatmse (and not

“in average” for all the examples) arfd) propose an action in
order to change the probability of the desiredslafhe method is
completely automatic. It is based on the analydisthe link
between the probabilities at the output of the gifees and the
values of the explanatory variables at the input.

4.1 Individual importance of explanatory

variables

For a classifier as the naive bayes we choose #tbaad called
Weight of Evidence (WoE) described in [9] as impode
measure. This indicator measures the log of thes adto. It is
computed for all the explanatory variables at thput of the
classifier and for one specific class. The classntdrest ) is
generally the predicted class for the instanced variable with a
positive importance (WoE) contributes positively define the
predicted class. At the opposite, a variable withnegative
importance (WoE) contributes negatively to defihe predicted
class (and so positively contributes to define haotlass of the
classification problem).

This point is illustrated Figure 3 with 3 ADSL liseThe first
line is classified as stable, the second is clieskHs risky and the
third is classified by the model as unstable. Xfexis represents
simply the index of the 31 input variables (wittvde >0). The
figure indicates that:

« the line predicted as stable is characterized loghmu of
little positive contributions (positive importangeand
some negative contributions,

» the line predicted as risky is characterized by beirrof
little positive contributions (positive importangeand
hardly any negative contributions

« the line predicted as unstable is characterizecddoye
heavy positive contributions.

So we have a completely individual interpretatimr £ach
ADSL line allowing a precise diagnosis. For eaafeliwe can
have:

« the class predicted by the classifier,
« aconfidence score on this prediction,
« the importance value for each explanatory variable.
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Figure3. Examples of explanatory variables importanceSfADSL
lines (from top to bottom) for a line predictedsaable, a line predicted as
risky and a line predicted as unstable.



Arguments for the choice of the method and detailsut the
algorithm are given in [7].

4.2 Indexesfor theimprovement of theline

stability

In this section a method that study the influencthe input values
on the output scores of the naive based classsfiexploited. The
goal is to increase the predictive probability ofjigen class by
exploring the possible values of the input variableaken

independently. Then it became possible to actosnesvariables,
the lever variables that are defined as the expiapaariables for

which it is conceivable to modify their value tadirce changes of
occurrence of the desired class.

We use the methodology described in [7]. Gigrthe target

class among theC target classes (for example here the class

unstable line). Givetf, the function which models the predicted
probability of the target cladg(X = x) = P(C,JX =x). Given the
equality of the vectoX of the J explanatory variables to a given
vectorx of J values. The method proposed here tries to incrbase
value of P(CJX = x) successively for each of tlke examples of
the considered data ba$¥C,|X = x) is the natural value of the
model output. The idea is to modify the valuesarhe explanatory
variables (the lever variables) in order to study variation of the
probabilist classifier output for the consideredreple.

The method is illustrated with the explanatory &hke “live box
firmware” as lever variable. This symbolic varialdan take 4
modalities that will be called\, B, C and D for confidential
reasons. These four groups are preserved aftefirgtestep of
pretreatment for the classifier construction.

We focus on the ADSL lines labeled unstable andctffely
predicted unstable by the classifier (1611 lin€®y. 1321 of these
lines there exists a value that can increase tbbapility of the
class stable. To do that the variable “live borfirare” has to take
the valueD. For the other 380 ADSL lines the probability of
stability cannot be improved (the value of the abie is already
D).
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Figure4. Possible improvement ¢PCa(x,)-PCi(x)) of the stability
for the 1280 ADSL linesx

The improvements of the probability are presentigdrié 4. We
found, distributed on the x-axis, the 3 modalitedsthe variable
“live box firmware” that can be changed. Then withéach
modality the values of(PCa(x)-PCi(x)) are arranged by
ascending order (with(Ca) the value which leads to the
improvement(PCa) the associated improved probability i)
the initial probability). To be more precise we bafor X in

[1:407] LBF='A", for x, in [408:778] LBF='B’ and for x in
[779:1231] LBF='C'. The blue points coincide to anpravement
without class change. The red squares coincide icmprovement
with class change. We can conclude that the variédible box
firmware” is really a lever variable. When its valis changed to
D, it allows obtaining more stable lines (from 123kes on 1611)
or even obtaining stable lines (from 51 lines, Fégd).

The exploration of correlations has been made AlBE by
ADSL line. This exploration offers some means t@iiave their
stability. The knowledge extracted at the end @& éxploration
step can be listed with the four following points fach ADSL
line labeled as instable:

the initial probability of instabilityPCi(.)

« the improved probability of instability (reduce@ia(.)
the explanatory variable that allows the gain

« the value that has to take this explorative vaeidblreach
the gain.

DISCUSSION

We presented a complete process for the supervisfoxolP
services. Into this process, we made a focus @ecifec point that
is the detection of the stability of the ADSL line& dedicated
classifier based on naive bayes has been defiredmbdel used
to classify the ADSL lines according to their stipiled to very
good classification performances validating theadattraction and
data creation steps. The analysis of the most itapbwariables
shows a strong correlation between the stabildyesof the ADSL
line and the information about the desynchroniratid the line
(the two most informative variables for the target the number of
tickets of lost of service and of return of servioe the event of
type desynchronization). This result is totally emdnt with the
network process that is currently used to labelstade of ADSL
lines.

It appears from this study two ways of using thassification
model in an operational way:

It can be used as a filter of the unstable linekeep only the
stables lines. In this way a large number of tiskgiroduced
mainly because of the line instability are discdrde

Another use could be the reinforcement of the keodgé used
by the network tool to label the ADSL lines andtire end the
improvement of this labeling. Indeed, we know thz labeling
process is imperfect for some model of DSLAM thag anable to
distinguish electric start/stop from desynchronaa. As the
stability of the ADSL lines is directly correlatéd the number of
desynchronizations, this involves wrongly unstdhbeels for some
ADSL lines. On the other side, the live box coutfits number of
desynchronizations in a way that is totally indeget of those of
the DSLAM. So, the exploitation of the number akgts of this
type could help to make more precise the counters fvhich is
based the stability decision.

The various steps of the data mining process @r¢he most
part industrialized (around 75%): from the datauésitjon to the
stability ADSL lines prediction. The exploitatiorf the prediction
information is under industrialization.

The interpretation step of the classification resproduces an
interpretation totally individual of each ADSL liralowing a very
precise diagnostic. The exploration of correlat&iep can give



some means to improve the stability of the lined smintervention
plans can be designed.
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