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INTRODUCTION

Recently, numerous algorithms for image match�
ing employing various features and keypoints have
been proposed. Among them, much attention is
attracted by two algorithms: the scale invariant feature
transform (SIFT) [1] and the speeded�up robust fea�
tures (SURF) [2]. These algorithms and their variants
[3–5] may be considered as benchmarks for the com�
parison with new proposed methods for image match�
ing. Although the feature�based methods are very pop�
ular, template�based algorithms offer a very attractive
alternative for applications operating in real time. The
template�based methods have a very good formal jus�
tification. In addition, such methods can be imple�
mented with a high processing speed in hybrid optico�
digital systems [6], in high�performance hardware
such as graphic processing units (GPUs) [7] and field�
programmable gate arrays (FPGAs) [8]. Another
approach to this problem may be a combination of fea�
ture� and template�based matching algorithms. An
example of such algorithms is the scale invariant com�
pressed histogram transform (SICHT) [9] in which
histograms of oriented gradients (HoG) [10] calcu�
lated in a sliding window are features.

The main advantages of the proposed algorithm are
the following:

(i) The algorithm matches histograms of oriented
gradients in several circular windows sliding over the
input image. The final decision is made using the
results of combined comparison for all windows.

(ii) For speed�up of the processing, the algorithm
utilizes decimation. Local threshold filtering of histo�
grams, which is followed by decimation of the result�
ing image, is used instead of the classical pyramidal
approach of low�pass filtering.

(iii) A trade�off between the complexity of the
algorithm and the accuracy of matching, which is con�
trolled by specified false alarm and missing error prob�
abilities, on the one hand, and the processing time, on
the other hand, is possible.

The performance of the proposed algorithm in a
image test database was compared with the perfor�
mance of the SIRF, SURF, and newer, oriented FAST
and rotated BRIEF, algorithms [3] in terms of the
accuracy of matching and the processing time.

1. FAST IMAGE MATCHING ALGORITHMS

Let us define a set of circular windows {Wi, i =
1, …, M} on a reference image as a set of the following
closed disks:

(1)

where (xi, yi) are the coordinates of the window center
and ri the radius of the ith disk. The disks form a geo�
metrical structure with relative distances and angles
between the window centers. Histograms of oriented
gradients are calculated in the circular regions and
used for the matching. It should be noted that, in any
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position of the structure, each disk contains a rota�
tion�invariat region. Therefore, the histograms of ori�
ented gradients calculated in the circular regions are
rotation�invariat too. The use of only one window
gives poor results of matching. Therefore, it is recom�
mended to choose such a minimum number of disks as
to fill the maximum possible interior of the reference
object. Histograms of oriented gradients are good fea�
tures for matching [10], because they have good dis�
crimination ability and are robust to small deforma�
tions such as rotation and scaling.

For each position of the ith circular window, we cal�
culate in the scene image the gradients inside the win�
dow by using the Sobel operator [11]. Then, using the
magnitude values of gradients {Magi(x, y) : (x, y) ∈ Wi}
and the direction angles quantized into Q levels
{ϕi(x, y) : (x, y) ∈ Wi}, we calculate the histograms of
oriented gradients as follows:

(2)

where α = {0, …, Q – 1} is a discrete value (bin) of the
histogram, Med is the median of the magnitude values
of the gradients of circular windows, and δ(z) =

 is the Kronecker delta. It should be

noted that the calculations in Eq. (2) require approxi�

mately  addition operations, where [.] is the
integer part operator. In order to reduce the compu�
tational complexity, the histogram can be calculated
recursively at any position of a sliding window. This
approach leads to a computational complexity on the
order of [2πri] addition operations. Figure 1 shows
recursive update of the histogram along columns for
transition from the kth to the (k + 1)th iteration. To
provide the rotation invariance, we use a normalized
correlation operator for comparison of the histo�
grams of the reference image and the scene. Let us
calculate the centered and normalized histogram of
oriented gradients of the reference image in the fol�
lowing form:

(3)

where MeanR and VarR are the sample mean and the
variance of the histogram, respectively.
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The correlation function for each ith window in the
kth position can be calculated with the use of the
inverse Fourier transform [11] as

(4)

where (ω) is the Fourier transform of the histo�
gram of oriented gradients inside the ith window of the
input scene, HRi(ω) is the Fourier transform of

 and asterisk denotes the complex conju�
gate. The correlation peak is a measure of similarity
between two histograms; it can be obtained as

(5)

The heights of these correlation peaks are in the range
[–1, 1]. It should be emphasized that normalized cor�
relation peaks (5) possess two important properties.
The first property is the rotation invariance, because a
cyclic shift of a histogram corresponds to a cyclic shift
of the peak values. The second property is that the nor�
malization in Eqs. (3) and (4) makes it possible to take
into account a small scale difference between the ref�
erence image and the scene image. Calculation of cen�
tered and normalized histograms for all circular win�
dows from the reference image as well as the Fourier
transforms can be performed as preprocessing of the
reference data.

In order to accelerate the matching process, we do
not use the classical pyramidal approach, which is
based on low�pass filtering followed by the sampling of
the resulting image for obtaining low�resolution
images of smaller size [12]. Simple decimation of the
input image along rows and columns [13] seems to be
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Fig. 1. Recursive update of the histogram along columns in
transition from the kth to the (k + 1)st iteration.
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more appropriate for speed�up of matching of histo�
grams of oriented gradients.

Matching is performed between the first reduced
scene image and the reduced reference image. It
should be noted that decomposition of the reference
image into a set of reduced images can be performed as
preprocessing of the reference data. Another impor�
tant parameter that can accelerate the process of
matching is number Q of discrete levels of the histo�
grams.

The proposed matching procedure can be briefly
represented in the following form.

(i) Independent fast matching is performed for cir�
cular windows with a reduced number, e.g., QR, of dis�
crete levels of histograms. The number of points to be
considered in the next matching iteration is reduced
keeping a low value of the probability of miss errors.

(ii) Only the remaining selected points are con�
sidered for the second matching iteration with stan�
dard number Q of discrete levels of histograms for
each window.

(iii) Further lowering of the probability of miss
errors as well as the probability of false alarms is
reached by means of the combined analysis of features
in all considered circular regions of the reference
image.

A detailed description of the algorithm steps and
their explanations can be summarized as follows:

1. Define a set of circular windows {Wi, i = 1, …, M}
of constant radius r on the reference image using
Eq. (1). Calculate the distance between the window
centers

i = 1, …, M;

j = i + 1, …, M

and the angles between each three adjacent centers of
the whole set of windows, i.e.,

Specify a threshold value ThQR that provides the spec�
ified probability value of miss errors at a reduced num�
ber QR of discrete levels of histograms. In a similar
manner, specify a threshold value ThQ that provides a
trade�off between the miss error and false alarm prob�
abilities for Q discrete levels of histograms.

2. Perform decimation of the reference image with
step L along columns and rows and obtain L2 reduced
images. For each circular window of the reference
image, calculate the centered and normalized histo�

grams of oriented gradients  i = 1, …, M}

Dij xi xj–( )2 yi yj–( )2+ ,=
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and calculate the Fourier transforms {HRi(ω), i =
1, …, M} using Eqs. (2) and (3).

3. Perform the compression of  i =
1, …, M} with Q discrete levels of histograms and cal�
culate Fourier transforms {CHRi(ω), i = 1, …, M}.

4. Perform decimation of the scene image with step
L along rows and columns and obtain L2 reduced
images. Start the matching process using all circular
windows of the scene image for k = 1. Since all win�
dows have the same size, only one sliding window is
used. Index i of the histogram of the scene image may
be omitted. Calculate the histogram of oriented gradi�
ents of the first reduced scene image HoG1(α) and its
Fourier transform HS1(ω). Perform compression of
HoG1(α) with Q discrete levels of histograms in order
to obtain CHoG1(α) with QR discrete levels of histo�
grams and calculate Fourier transform CHS1(ω).

5. Calculate correlation peaks between CHoG1(α)

and  i = 1, …, M} using Eqs. (4) and (5).

6. If any of the correlation peaks calculated in
step 5 is higher than ThQR, then calculate correlation

peaks  i = 1, …, M} between HoG1(α) and

 i = 1, …, M}, using Eqs. (4) and (5). If any

of the correlation peaks  i = 1, …, M} is higher
than ThQ, then store this point for further analysis.

7. Increase k, update the histograms of oriented
gradients of the scene image along rows and columns,
and repeat steps 5 and 6.

8. Make final decision on the presence of the refer�
ence image at the kth position. During the analysis, we
consider possible deformation of the initial structure
caused by the scaling and out�of�plane rotation. The
analysis begins at the position of the highest peak cal�
culated for the first window. Then a circular region with
the outer and inner radii D1,2 ± �D, respectively, is
determined for the search for the peak inside the sec�
ond window. The search for successive correlation
peaks can be performed rapidly if angles between the
window centers are taken into account. For example,
for the third window, we calculate the intersection
between the annular region with the outer and inner
radii D2,3 ± �D and an open circular sector with the ori�
gin at the position of the peak of the second window
and bounded inner and outer radii with slopes γ1 ± �D.

2. RESULTS OF EXPERIMENTS

In this section, we present the results of experiments
using the ALOI image data base [14]. We used ten scene
images with the size of 1280 × 1024 pixels and ten refer�
ence images with the size of 144 × 144 pixels with vari�
ous reference objects. Each reference object was ran�
domly placed in the scenes at 100 different positions.
The performance of the proposed algorithm was com�
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pared with the that of the SIFT and SURF algorithms
as well as the newer ORB algorithm [3]. Parameters of
the first two algorithms were taken from [1, 2]. Param�
eters of the ORB algorithm were chosen empirically to
obtain the results comparable in terms of the quality
and the processing time. The algorithms were tested in
various conditions such as in�plane/out�of�plane
rotations and small scaling. The performance was esti�
mated in terms of the number of correct matches and
the processing time. The proposed algorithm, referred
to as the circular window�histograms of oriented gra�
dients (CW�HOG) algorithm, uses two circular win�
dows of radius r (depending on the object size). In
order to obtain better matching, we use QR = 16 and
Q = 64 discrete levels of histograms instead of 9 levels
proposed in [10]. The parameters of the algorithm in
the experiments are as follows:

(i) M = 2, Q = 64, QR = 16, �D = 0.2r, and L = 4.

(ii) The decision thresholds are specified as follows:
for QR = 16 (the first run), the threshold ThQR = 0.8
provides the probability of miss errors PME = 0.05 on
the test data base and selects approximately 46 points
for their further analysis in the second run with Q = 64;

(iii) For Q = 64 (the second run), the threshold
ThQ = 0.7 provides the probability of miss errors PME =
0.05 and the probability of false alarms PFA = 0.21;

(iv) The final decision reduces the probability of
false alarms to PFA = 0.05.

The accuracy of image matching with the use of the
tested algorithms as a function of the image rotation
angle for in�plane rotations is shown in Fig. 2. It is
readily seen that the CW�HOG algorithm yields the
matching performance comparable with that of the
SIFT algorithm in terms of the in�plane rotation
invariance. The accuracy of image matching with the
use of the chosen algorithms as a function of the image
rotation angle for out�of�plane rotations is shown in
Fig. 3. It should be noted that the CW�HOG algo�
rithm gives more stable matching performance than
other algorithms for out�of�plane rotations. Figure 4
illustrates the robustness of the proposed algorithm to
scaling of the scene in the range [0.8, 1.2]. One can
observe that the accuracy of image matching by the
CW�HOG algorithm is rather good in this case too.

Comparison of the chosen algorithms in terms of
the processing time has shown that the processing time
of the CW�HOG and ORB algorithms is about 1.7 s
and the processing time of the SIFT and SURF algo�
rithms is 9.82 s and 0.95 s, respectively. The algorithms
were implemented on a standard personal computer
with Intel Core i7 processor (3.2 GHz, 8 GB RAM).
Implementation of the SIFT, SURF, and ORB algo�
rithms was taken from the OpenCV library with the
Intel TBB multithreading library. The proposed
CW�HOG algorithm was also implemented using the
OpenCV library with the OpenMP multithreading
library.

Object tracking algorithms usually employ predic�
tion methods [15] for evaluation of the object position
and trajectory in a sequence of frames and for reduc�
tion of the search region. The characteristics of the
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Fig. 2. Accuracy of image matching by the tested algo�
rithms for in�plane rotations.
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Fig. 3. Accuracy of image matching by the tested algo�
rithms for out�of�plane rotations.
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proposed algorithm in terms of the processing time are
the following:

for fragments of 640 × 512 pixels, the processing
time is 0.47 s;

for fragments of 426 × 341 pixels, the processing
time is 0.22 s;

for fragments of 320 × 256 pixels, the processing
time is 0.14 s.

Obviously, the processing time rapidly decreases
with decrease in the fragment size. Therefore, a real�
time tracking based on the proposed algorithm
becomes possible.

CONCLUSIONS

In this paper, we have proposed a fast algorithm for
image matching based on recursive calculation of his�
tograms of oriented gradients over several circular slid�
ing windows. Multicore processors with inherent par�
allel architecture can be used for implementation of
the proposed algorithm for high�speed matching of
large images. The results of experiments conducted in
this work show that the proposed algorithm outruns
known algorithms for in�plane rotations, yields a sim�
ilar performance to that of the SIFT for out�of�plane
rotations, and has a processing speed close to the
SURF algorithm. The proposed algorithm shows
promises for real�time applications such as object
tracking, when rotation invariance matching with a
slight scaling is needed.
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