Identifying handwritten text in mixed documents
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Abstract

In this paper we present a system for classification of machine printed and handwritten text in mixed documents. The classification is performed at the word level. We propose a feature extraction algorithm for each word image based on Gabor filters followed by classification using an Expectation Maximization (EM) based probabilistic neural network that reduces overfitting of training data. An overall precision of 94.62% was obtained for the Arabic script using the modified neural network. The accuracies obtained using a simple backpropagation neural network and an SVM were 83.33% and 90.26% respectively.

1 Introduction

The processing of document images prior to recognition plays a significant part in the development of Handwriting Recognition (HR) systems. In a document that has both machine print and handwritten text, it is important to distinguish between the two. We describe a method to identify handwritten words in a document image using Arabic as a representative script. This is because the task proves specially challenging in Arabic because the script is cursive in both machine print and handwriting. The accuracies achieved in this script can very well be translated to other scripts of similar nature.

In this paper we describe a method that extracts texture features from word images. An EM based neural network is used for classification to deal with the sparse training data that does not have representatives from all fonts and writing styles.

2 Previous Work

A neural network based classifier was suggested in [8] that used nine texture features to distinguish machine print from the handwritten text in bank checks. Srihari et al. [12] describe a block separation method where the classification is based on the frequency of the heights of the different components in the segmented block. It is assumed that a block with widely differing heights is handwritten and a block with uniform component heights is machine printed. A rule based approach was described by Pal and Chaudhari [11] for Devanagiri script. A similar approach was taken by Guo and Ma [6] by using projection profiles. These methods do not apply readily to other scripts. Zheng et al [14] proposed using a mix of run-length, crossing count, stroke orientation and texture features. Extracting all these features is a computationally expensive task and we believe that a minimal set of features is required for the actual task. Our hypothesis is that in handwriting, horizontal runs and gradients are not as uniform as in machine print. The advantage of our method is that it can be implemented at the word level as it captures the local structure of components in the document. A discrimination method that operates at
the word level was described in [4], using slope and stroke width histograms. However, the method was not trainable and thresholds were selected empirically.

Figure 2 shows a block diagram of our approach. It has 3 stages: (i) word extraction (ii) feature extraction and (iii) classification. In the word extraction stage, we binarize [10] the image and extract individual word images from the document [3]. Each word image is normalized by scaling to a fixed height while preserving the aspect ratio, hence the width of the word images vary. Directional Gabor filters are used to extract features from the word image. Classification is performed by a probabilistic neural network which is trained using an EM algorithm. This neural network combines solutions according to their posterior distribution to avoid overfitting based on the training data.

3 Feature Extraction

Gabor filters are directional filters that have been used for classification of textures and automatic script identification [13]. They have also been successfully used in address block location [7], logical labeling of document text blocks [1] and character prototyping [2]. Since direction of strokes and uniformity is a key feature, the use of Gabor filters seem to be ideally suited for the task.

Gabor functions are Gaussian functions modulated by a complex sinusoid. In 2D, a Gabor function is given by:

\[
\begin{align*}
h(x, y) &= g(x', y')e^{2\pi jF_x x'} \\
g(x, y) &= \frac{1}{2\pi\sigma_x\sigma_y} e^{-\frac{1}{2}(\frac{x'^2}{\sigma_x^2} + \frac{y'^2}{\sigma_y^2})}
\end{align*}
\]

where \((x', y')\) are rotated components of \((x, y)\),

\[
\begin{align*}
x' &= x\cos\theta + y\sin\theta \\
y' &= -x\sin\theta + y\cos\theta
\end{align*}
\]

and \(F\) is the radial frequency which for a given scale \(s\) is given by \(F = F_0/s\). The output of the filter,

\[
G_{\theta,s}(x, y) = \int I(s, t)h_{\theta,s}(x-s, y-t)dsdt
\]

is an image with the components in the chosen direction becoming prominent. Since machine print has more uniformity as compared to handwriting and the same characters repeated in the text have strokes in the same direction, Gabor filters for feature extraction is a prudent choice. Figure 3(a) shows a sample word image extracted. Figure 3(b) shows the output of the Gabor filter for each direction at a single scale when applied to the word image in Figure 3(a).

Since the word images all vary in their width the Gabor filter cannot be applied directly. For classifiers like neural networks or support vector machines (SVM) the feature vectors need to be of fixed size. This problem can be resolved by noting that the main information obtained from the Gabor filter output is the strength of the word image in each direction and scale which is given by the sum of the output of each filter resulting in a vector of size [number of scales x number of directions]. In order to make it font independent we
normalize the output by dividing the sum of filter output by the sum of the output of an isotropic Gaussian filter,

$$Gauss(x,y) = \int I(s,t)g(x-s,y-t)dsdt$$

For direction $\theta$ and scale $s$

$$Gabor(\theta,s) = \frac{\int G_{\theta,s}(x,y)dxdy}{\int Gauss(x,y)dxdy}$$

In our implementation we use a set of 12 filters at 2 scales and 6 directions per scale. Thus for each word image we extract a 12-dimensional feature vector for classification.

4 Classification

The training set is generally sparse and does not cover all fonts. Traditional classifiers like SVMs and backpropagation neural networks tend to overfit sparse data. Figure 4 depicts the classification problem for identifying handwriting in mixed documents. As shown machine-print is distributed in clusters where as handwritten text is scattered in the feature space. The overfitting in a conventional classifier (straight line) leads to misclassification. Generalization (curved-dotted) is very important in such scenarios so that overfitting is avoided. This can be achieved by the Bayesian Neural Networks(BNN) [9] by integrating over the posterior distribution of the weights. That is, instead of finding one solution, many solutions are found and are weighted according to their posterior probabilities. The BNN outperforms many classifiers including the SVM. However BNNs need to sample high dimensional weight vectors. Markov Chain Monte-Carlo sampling methods, such as Langevian Monte Carlo method and Hamiltonian sampling methods can be used for the purpose. However these methods are computationally expensive.

A BNN for a binary classification can viewed as a linear combination of potential solutions according to their posterior probabilities. Since sampling is computationally intensive, we propose a new neural network where a layer of neurons use an error function which apart from penalizing neurons responsible for errors in classification, also penalizes neurons that are similar to each other. The idea is to make the neurons compete in finding different possible solutions. The part of the error function penalizing solutions that lead to misclassification is given by the sum of the square of the cosine of the neuron weight vector with respect to the weight vectors of the other neurons in the layer. A bias term is included in the weight vector to make sure that all the hyperplanes given by the neurons need not pass through the origin. Thus the error function of a single neuron is given by

$$E_{i,k} = \frac{1}{2}(t_k - o_k)^2 + \beta \sum_{j \neq i} \frac{w_i^T w_j}{|w_i||w_j|}$$

where

$$\cos(w_i, w_j) = \frac{w_i^T w_j}{|w_i||w_j|}$$

and $t_k$ is the target for the $k^{th}$ instance and $o_k$ is the weighted sum of the output of all the neurons according to their posterior probabilities. Therefore,

$$o_k = \sum_i P(w_i) o_{k,i}$$

The transfer function used is the classic sigmoid function. One way of looking at this error function is as the negative log likelihood of the posterior. Thus, we would be modeling the likelihood of the output to follow a Gaussian distribution with mean around the target and the prior to be a zero-mean Gaussian distribution of cosine similarity between the neuron weight and the other neurons. Zero mean of the cosine signifies that we are trying to model orthogonal neurons ($\cos(90) = 0$). Parameter $\beta$ decides the trade off between the error on classification and how "different" the solutions should be. By minimizing the error function we obtain weights that are as orthogonal (different) to each other as possible and yet classify well.

5 Performance Analysis

There is a lack of standard labeled handwritten datasets for training and testing purposes in Indic
scripts [5]. We have collected handwriting samples from forms that have prompts in machine print. Figure 1 shows an example of the document. We collected 34 documents from 18 different writers. These were immigration forms in different font faces and styles. We used 5 documents for training purposes and the remaining for testing.

We measured the performance of our system by the precision and recall metrics, commonly used by the Information Retrieval (IR) community. Precision in our case would be the ratio of handwritten words labeled correctly to all words that are labeled as handwritten by our system. Recall is measured as the ratio of handwritten words labeled correctly to all handwritten words in the test set. Similarly the corresponding metrics for machine print are also calculated. Table 1 shows the summary of our experimental results. In order to evaluate the performance of our classification step, we compared the results by using a backpropagation neural network and an SVM for classification. The overall precision of our system is 94.62%. Our system outperformed a backpropagation neural network (83.33%) and also an SVM (90.26%).

### 6 Conclusion

Discrimination of handwritten and machine printed text is required in many document analysis and forensic applications. We have presented an algorithm for discriminating handwriting from machine print. The results have been shown for Arabic, however, our method is trainable and relies on the uniformity of strokes and curves in machine print compared to handwriting. Given the training data, our method can be adapted to other languages and scripts as well. Our method is robust even when large amounts of training data are not available.
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