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Abstract. The concept of product encryption is resident in the majority of symmetric block ciphers. Along with product encryption, two properties were also defined by Shannon, namely diffusion and confusion. In a product cipher such as a Feistel Network (FN), or generally a Substitution Permutation Network (SPN), diffusion is dependent upon two types of primitives, the nonlinear transformation and the swapping scheme. Different approaches to diffusion analysis considered either the topology of a FN, or the nonlinear transformation. This paper describes a metric for diffusion in a way suitable for investigating the behaviour of the underlying primitives of a FN.

1 Introduction

Since their invention, Feistel Networks (FNs) [1], [2] have been extensively studied and analysed [3], [4]. The large research interest in FNs was due to several reasons:

– flexibility of the underlying non-linear primitive. The main non-linear function involved in a FN, which is not required to be injective, in order to allow unambiguous decryption;
– realisation of product encryption. FNs are excellent examples of product encryption. The concept of product encryption, introduced in [5], states that a chain encryption of “weak” ciphers results into a much stronger one. In the same paper, the notion of confusion and diffusion was introduced, which relate to the cryptographic qualities of a cipher;
– the DES [6], which is probably the most analysed cipher, is a FN.

However, the bulk of the research in FNs is on homogeneous balanced FNs [3], since the DES falls into this category. As a direct consequence, the research interest focused on the construction and properties of the underlying non-linear function. In [3] there is an investigation of the topology of a FN rather than the non-linear function. In the same paper, confusion and diffusion were put into perspective and metrics such as the diffusion rate and confusion rate were defined. A similar perspective is in [4], but the methodology for examining the diffusion involved directed graphs. However, although that a graph is an effective tool, the diffusion capability of a cipher is not apparent as the complexity increases.
The contribution of this paper is two-fold. First, it provides a step towards an algebraic description of the diffusion capacity of a FN round. This would allow investigation of a much broader category of FNs, namely the unbalanced heterogeneous FNs. Second, the proposed approach allows assumptions about the non-linear function which can be experimentally evaluated. To demonstrate this, a randomness test is described and can be used for evaluating the behaviour of the FN as a pseudorandom function [7],[8].

2 Diffusion instances and diffusion matrix

The idea behind the construction of the diffusion instances is related to the calculation of the differential characteristic, which is the centrepiece of differential cryptanalysis [9]. A block cipher can be viewed as a function with two independent input variables, namely the plaintext (or ciphertext) and the encrypting (or decrypting) key, and one dependent output variable, the ciphertext (or plaintext).

Diffusion is the property where a given input plaintext bit has the chance to affect the output bits [5]. The higher the diffusion, the more output bits can be affected by a certain input bit. In the described method, the diffusion instance is defined. The diffusion instance is a snapshot of the diffusion capacity of a cipher.

The process for generating the diffusion instance is similar to the bitwise calculations used for the Strict Avalanche Criterion (SAC) investigation [10]. Given a random plaintext \( p_0 \in U \subset GF(2)^n \) and a nonzero vector \( \alpha = (1 \ 0 \ 0 \ldots \ 0) \), we compute:

\[
\psi_j = e_k(p_0) \oplus e_k(p_0 \oplus (\alpha \gg j)), \quad 0 \leq j \leq n - 1
\]  

where \((\alpha \gg j)\) represents the right shift of \(\alpha\) by \(j\) bits.

If \(a[k]\) denotes the \(k\)-th bit of the binary string \(a\), then matrix \(\Psi\) is defined as:

\[
\Psi = \begin{bmatrix}
\psi_1[0] & \psi_1[1] & \ldots & \psi_1[n - 1] \\
\psi_2[0] & \psi_2[1] & \ldots & \psi_2[n - 1] \\
\vdots & \vdots & \ddots & \vdots \\
\psi_n[0] & \psi_n[1] & \ldots & \psi_n[n - 1]
\end{bmatrix}.
\]  

The matrix \(\Psi\) would then be one diffusion instance. According to the definitions of the characteristics of confusion and diffusion, for a cipher these characteristics are at maximum if a (binary) swap of any of the input bits results to a swap of the output bits with probability of 0.5 for every output bit. The diffusion instance represents the ability of an input bit to affect an output bit, [11].

The diffusion matrix is calculated from the logical OR of the \(\Psi\) matrices:

**Definition 1.** Let \(\Psi_i, \ i = 1, 2, \ldots\) be the diffusion instances of a FN. The diffusion matrix is defined as:

\[
\mathcal{D} = \bigvee_i \Psi_i.
\]
Theoretically, in order to obtain the actual diffusion matrix of a FN, all plaintexts must be considered. In practice, for a FN with a 64-bit input, it appeared that 10 random plaintexts (and therefore 10 diffusion instances, accounting to a total of 640 plaintexts) would suffice for determining the diffusion matrix. More analytically, after combining 10 diffusion instances, there was no change in the resulting diffusion matrix with each additional diffusion instance. Furthermore, for a block cipher with maximum diffusion capabilities, all entries of its diffusion matrix were equal to one, in the neighbourhood of 10 diffusion instances. Considering a potentially strong block cipher with maximum diffusion capabilities, it is expected that each diffusion instance would include $(1/2)^n$ ones. Therefore, the $i$th diffusion instance would be expected to contribute with $(1/2)^i n$ ones in the diffusion matrix. Alternatively, the probability that the calculated diffusion matrix for a potentially strong block cipher is not the actual one, would be $(1/2)^i$. It should also be highlighted that since the key information is not considered, the proposed approach is applicable only on block ciphers where their structure is not dependent on the key.

The diffusion matrix shows if a pairwise relation exists between input and output bits—that is, if a change of a particular input bit has the chance to affect a particular output bit. The diffusion matrix is very helpful in examining product ciphers, because it has the following property:

**Lemma 1.** Let $C$ be a FN of $j$ rounds. The diffusion matrix of the cryptosystem is equal to:

$$D_C = \beta(D_1 \cdot D_2 \cdots \cdot D_j)$$  \hspace{1cm} (4)

where $D_i$ is the diffusion matrix of the $i$th round and $\beta(\cdot) : N \to \{0, 1\}$ is defined as:

$$\beta(n) = \begin{cases} 1, & \text{if } n \neq 0 \\ 0, & \text{if } n = 0 \end{cases}$$ \hspace{1cm} (5)

**Proof.** The case of a two round FN is shown, that is $D = \beta(D_1 \cdot D_2)$. Let $[\cdot]$ be a boolean evaluation, which evaluates the expression within the brackets to one if it is true and to zero if it is false, such as $[p \text{ is prime}]$. The elements of $D, D_1$ and $D_2$ are denoted by $\delta_{ij}, \delta'_{ij}$ and $\delta''_{ij}$, respectively. Note that the output of round one is equal to the input of round two. For the first leftmost input bit it is:

$$[\text{input bit } 1 \text{ is related with round-1 output bit } j] = \delta'_{1j}, \hspace{1cm} 1 \leq j \leq n$$ \hspace{1cm} (6)

from the definition of the diffusion matrix. Similarly, for the first leftmost output bit:

$$[\text{output bit } 1 \text{ is related with round-2 input bit } j] = \delta''_{j1}, \hspace{1cm} 1 \leq j \leq n.$$ \hspace{1cm} (7)

Combining (6) and (7) we obtain:

$$[\text{input bit } 1 \text{ is related with output bit } 1] = \delta''_{11} \cdot \delta''_{12} \cdot \delta''_{21} + \ldots + \delta''_{1n} \cdot \delta''_{n1}$$ \hspace{1cm} (8)

where the right-hand-side is a boolean expression, i.e. $\cdot + \cdot$ denotes the boolean **OR** and $\cdot \cdot$ denotes the boolean **AND**. If this is repeated for all input and output bits it gives:

$$[\text{input } i \text{ is related with output } j] = \delta_{ij} = \delta'_{i1} \cdot \delta''_{1j} + \delta'_{i2} \cdot \delta''_{2j} + \ldots + \delta'_{in} \cdot \delta''_{nj}, \hspace{1cm} 1 \leq i, j \leq n.$$
or equivalently,

\[ D = \beta(D_1 \cdot D_2) \]

From the diffusion matrix, we can calculate the diffusion, which is defined as the ratio of ones:

**Definition 2.** The diffusion of a block cipher with a diffusion matrix \( D \) of size \( (n \times n) \) is the quantity:

\[
D \triangleq \frac{\#\{\delta_{ij} | \delta_{ij} = 1, 1 \leq i, j \leq n\}}{n^2}.
\]  

(9)

Obviously, \( D \in [0, 1] \). This definition of diffusion, combined with Lemma 1 can be used for assessing the diffusion of any product block cipher, provided that the diffusion matrices of the underlying rounds are known. We will demonstrate this by applying it onto FNs.

### 2.1 FN analysis

The diffusion matrix of a one round balanced FN would look like:

\[
D = \begin{bmatrix}
O_{n/2} & I_{n/2} \\
I_{n/2} & F
\end{bmatrix}
\]  

(10)

where \( O_{n/2} \) is a zero square submatrix, \( I_{n/2} \) is the identity submatrix and \( F \) is the diffusion matrix of the round function. In a balanced FN, all submatrices are of size \( n/2 \). The diffusion of this round would be equal to:

\[
D_1 = \frac{4n + n^2 D_f}{4n^2}
\]  

(11)

where \( D_f \) is the diffusion of the round function. It can be seen that the diffusion of a one round balanced FN is upper bounded by \((4 + n)/4n\) and therefore it cannot offer complete diffusion. To calculate the diffusion of a two round balanced FN, we apply Lemma 1:

\[
D_2 = \beta(D_1 \cdot D_1) = \begin{bmatrix}
I_{n/2} & F \\
F & \beta(F, F)
\end{bmatrix}
\]

(12)

where it can be seen that the diffusion for a two round balanced FN can be at most \((3n^2 + 2n)/4n^2\). For a three round balanced FN, the diffusion can reach its maximum value, 1.

We observe that no matter how strong the round function is, the diffusion of a two round balanced FN is limited by the boundary 3/4. The reason for this is the structure of the diffusion matrix. The permutation of the columns of the matrix is directed by the Swapping Scheme, SS, which appears after the nonlinear transformation in a Feistel round. Although that the SS does influence the diffusion of the FN, it does not actually
increase it; the increase is due to the application of the non-linear transformation. Typically, a SS is a permutation of the input bits. In a balanced FN the permutation is the swap between the \( n/2 \) leftmost bits and the \( n/2 \) rightmost bits. This swap is responsible for the symmetry in the diffusion matrix. However, each application of SS would not increase the diffusion:

**Corollary 1.** The product encryption of a block cipher with diffusion equal to \( D \) and a SS, results to a cipher with the same diffusion (\( D \)).

The proof follows from the fact that the diffusion matrix of the SS is a matrix with exactly \( n \) nonzero elements, arranged in a way that every row has exactly one nonzero element (i.e. the rank of the matrix is \( n \)). The identity SS is an instance of a SS where the diffusion matrix is the identity matrix.

The inherent structure of the FN diffusion matrix reveals the limitations of its diffusion capacity. Since the diffusion \( D \) measures the density of ones in the matrix, it follows that \( 1 - D \) would correspond to the density of zeros. It is therefore desirable that \( 1 - D \) reaches zero, in order to attain maximum diffusion. As observed above, in a two round FN with the “traditional” swapping of the left and right input blocks, the number of zeros would be at least \( 1 - (3n^2 + 2n)/4n^2 \), i.e. it would reach asymptotically \( 1/4 \) as \( n \) increases.

We now consider a two round Substitution Permutation Network, SPN [2], [12], where each round includes a non-linear function of the same diffusion \( D_1 \) as our FN above. For simplicity, it is assumed that these two rounds include different nonlinear functions, although their diffusion is the same, \( D_1 = D_2 \). We also consider the permutation to be a random SS, i.e. a random permutation of the input bits, rather than a tidy swapping of the left and right input block. The diffusion of the one round instances would be:

\[
D_1 = D_2 = \frac{4n + n^2 D_f}{4n^2}
\]  

(13)

where \( D_f \) denotes the diffusion of the underlying nonlinear function. However, in a SPN construction it is possible that the zeros are placed randomly in the diffusion matrix. Therefore, the expected zeros in the diffusion matrix of the two round SPN for \( D_f = 1 \) would be (for the proof see Lemma 2, section 3):

\[
(2(1 - D_1) - (1 - D_1)^2)^n = \left( \frac{15n^2 - 56n + 16}{16n^2} \right)^n
\]  

(14)

which is small (\(< 0.006\)) for most values of \( n \) (\( n \geq 6 \)). From this result the inefficiency of FNs with respect to diffusion is apparent.

As mentioned above, Lemma 1 is useful when analysing the diffusion of product ciphers. For instance, FEAL-4 [13] is a four round FN with the characteristic that the leftmost half input is added (modulo 2) to the rightmost half input, before the first FN round. Considering the product encryption of the first addition and the first round, the diffusion at the end of the first round would be:

\[
\beta(\begin{bmatrix} I_{32} & O_{32} \\ I_{32} & I_{32} \end{bmatrix}, \begin{bmatrix} O_{32} & I_{32} \\ I_{32} & F \end{bmatrix}) = \begin{bmatrix} O_{32} & I_{32} \\ I_{32} & F \end{bmatrix}
\]  

(15)
i.e. the additional complexity of the initial addition is completely redundant and unnecessary from a diffusion perspective, since for FEAL $D_f = 1$.

3 The diffusion randomness test

Statistical tests for randomness [14]-[16] are of a particular interest in cryptography, since they are one of the approaches for assessing the cryptographic strength of a cipher. This section describes a randomness test utilising the diffusion instances, $\Psi$.

For a potentially strong cipher, the number of zeros must be equal to the number of ones in every row of the diffusion instance. Furthermore, for a potentially strong cipher, (statistically) all runs of $\Psi$ table constructions should result to having the number of ones equal to the number of zeros. However, such an examination does not give any indication about existing linear relations between the elements in the matrices. For instance, if $\psi_2[1] = \psi_3[2]$ with probability different to 0.5, there is a linear relation between input bits 1 and 2 [17].

The diffusion randomness test deals with the similarities of the diffusion instances, $\Psi$. For a potentially strong cipher the following criteria for the $\Psi$ matrices are set:

- the number of ones should be equal to the number of zeros,
- the ones (and zeros) should be randomly distributed in the matrix,
- $\Psi_i$ and $\Psi_j$ should not be similar for $i \neq j$.

The first criterion denotes that the cipher is not biased toward ones or zeros. This is inherently related to the confusion of a cipher, where it is desirable that the chance of an output bit inverting is 0.5, given an inversion of an input bit. Published statistical tests for randomness, such as the frequency test [14] can be used.

The second and third criterion include arbitrary terms and need to be quantified. The test described in this paper attempts to provide means for measuring the randomness and similarity of the matrices as follows. The randomness test is based on the following Lemma.

**Lemma 2.** Let A and B be two square matrices and $p_a$ and $p_b$ be the densities of zeros in each matrix respectively. If the zeros are distributed randomly in the matrices, then the expected density of zeros in their product $C = A \times B$ would be:

$$p_c = (p_a + p_b - p_a p_b)^n$$

where $n$ is the dimension of the matrices and the multiplication operation is performed in the set of integers.

**Proof.** For A, the density of zeros would be:

$$p_a = P(a_{ik} = 0) = \frac{\#(\text{zeros in } A)}{n^2}$$

Similarly, for $B$:
\[
p_b = P(b_{kj} = 0) = \frac{\#(\text{zeros in B})}{n^2}.
\] (18)

For every element in \(C\), the following relation holds:
\[
c_{ij} = \sum_{k=1}^{n} a_{ik} b_{kj}.
\] (19)

The probability to obtain a zero is obtained from (19):
\[
P(c_{ij} = 0) = \prod_{k=1}^{n} P(a_{ik} = 0 \cup b_{kj} = 0) = (p_a + p_b - p_a p_b)^n.
\]

By comparing the actual and estimated values, it is tested whether a cryptographic primitive behaves as a random source when generating the \(\Psi\) matrices. That is, in the case of a random source the zeros will be randomly placed in the matrices and there would be no consistent placement whatsoever. We argue that if the actual and estimated values are (statistically) different, then the underlying cryptographic primitive does not yield a pseudorandom function. The opposite is not necessarily true; a primitive passing the test does not imply that it is a pseudorandom function, since the test does not provide any indication about the computational indistinguishability of the primitive [18].

```python
def diff_rand_test(A, B):
    p_a = zeros_density(A);
    p_b = zeros_density(B);
    p_c = zeros_density(A*B);
    if (abs(p_c-(p_a+p_b-p_a*p_b)^n)>significance_level )
        then return ('fail')
    else return ('pass')
```

Unfortunately for a relatively large \(n\) \((n > 40)\) and \(p_a, p_b < 2/3\), the density of zeros is negligible for both expected and actual values and therefore the randomness test would not produce significant results. Therefore it is suggested that the \(\Psi\) matrices are partitioned and the test is applied onto the partitions (submatrices). This is particularly applicable in FNs, where there are emerging submatrices due to the non uniformal treatment of input and output bits.

For the case of a balanced FN, the \(\Psi\) matrix would consist of four submatrices \(Q_i\) as follows:
\[
\Psi = \begin{bmatrix}
Q_1 & Q_2 \\
Q_3 & Q_4
\end{bmatrix}
\] (20)

and the test would then run as: \text{diff\_rand\_test}(Q_i, Q_j), where \(i \neq j\). It is expected that a three round balanced FN with an underlying round function being a pseudorandom function would pass the test, although that passing the test would not imply that the round function is pseudorandom. Applying this assumption to the well studied DES, it was established that the three round FN with the DES primitive did not pass the test, confirming the validity of the test (Table 1). The fact that DES could not pass the test is a direct consequence of the the inability of DES to reach complete diffusion in three rounds.
4 Conclusions

Clearly the reason to adopt a FN structure in a block cipher is mainly due to the convenience it offers, such as ease of moving between encryption and decryption, and less due to its diffusion capabilities. High diffusion in a product cipher implies that the input bits are be treated uniformly in every round. Since this is not the case for a FN, additional complexity (e.g. more rounds) would be required. The proposed description and metric of diffusion enables both the investigation of the topology (structure) of a FN as well as the underlying non-linear function(s). This would allow the investigation of FNs consisting of different round functions, with varying input and output lengths as well as different swapping schemes (unbalanced heterogeneous FNs).

Although that the proposed approach initially aimed for studying FNs, most product block ciphers can benefit from such an analysis.
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