Compressed Sensing based Blind Spectrum Sensing in Cognitive Radio
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Abstract—Cognitive Radios exploit the unutilized spectrum by transmitting opportunistically without disturbing the primary user (PU) or licensed user. So, the sensing should be fast enough that the secondary user (SU) can vacate the spectrum when the PU becomes active. Cyclostationary methods perform better than energy detection methods in low SNR scenarios but they require large number of symbols. The objective of this paper is to reduce the number of measurements in blind spectrum sensing (using QR decomposition and backward linear prediction) by employing multiple receive antennas. By using compressed sensing at the receiver front end helps to reduce the complexity of the A/D converter. Furthermore, in this paper, simulation results show that our method achieves a good probability of detection in very low SNR even at 50% measurements which is comparable to probability of detection at full measurements.

I. INTRODUCTION

Cognitive radio is regarded as a substantial solution to spectrum scarcity issue by enabling the secondary user to dynamically adaptively access the frequency channels [1]. Spectrum sensing improves utilization of spectrum by identification of medium access control protocol [1]. Compressed sensing (CS) has led to a tremendous surge in cognitive radio and other applications due to high demand for fast, efficient and in-expensive signal processing algorithms, applications and devices. In such situations, CS provides a promising solution [2], [3]. Compressed sensing enables sampling below the Nyquist rate without or with small reduction in reconstruction quality by exploiting the sparsity of signals in some transform domain and the incoherency of these measurements with the original domain. In essence, CS eliminates the need to acquire and store large number of samples by measuring minimum samples in some transform or basis that contain maximum information and hence saves space. Compressive sensing has seen major applications in diverse fields, ranging from signal processing, image processing, biomedical signal processing and many other applications. In compressed sensing, real world signals like sound, image, video etc., can be acquired using lesser linear measurements and throwing away some information due to inherent sparsity [4], [5].

In cognitive radio, wireless signals are typically sparse in frequency domain. In [6], compressed wideband sensing is used for cooperative spectrum sensing. In [7], [8] blind spectrum detector is proposed based on compressed sensing using cyclic autocorrelation. To the best of our knowledge, there are few attempts towards the blind spectrum sensing using compressed sensing in very low SNR. This paper addresses a novel blind spectrum sensing method similar to [2], [9], [10], [11], [12], but requiring fewer measurements, by employing the concept of compressed sensing (sub-Nyquist sampling) [13], [14], [3]. Spectrum sensing in cognitive radio is a quite challenging task below the SNR wall (SNR value, below which detection is not possible) [9], [15]. Cyclostationary detectors [9], [11] perform well in low SNR or extremely noisy scenario rather widely used energy detector suffers with noise uncertainty problem. A major pitfall of the cyclostationary detector is that it requires large number of symbols and hence computational complex.

Generally, cyclo-stationary methods need information about the primary signal such as modulation type, carrier frequency etc. to operate. In this paper, we propose a novel algorithm to sense the primary signals at very low SNR, by using much less symbols. Though, the novel algorithm is blind in nature so does not require any such information about the primary signal or the multipath channel, shadowing between the primary and secondary users.

II. SIGNAL MODEL

Let, a vector \( \tilde{s} \in \mathbb{R}^N \) be the transmitted signal, which is very sparse in frequency domain. Here, \( \tilde{a} \) refers frequency domain representation of a time domain signal \( a \). The \( N \) length received signal at \( i \)th receive antenna, is given by

\[
\tilde{r}_i(k) = \tilde{h}_i(k) \tilde{s}(k) + \tilde{n}_i(k)
\]

where \( i = 1, 2, \ldots, M \), where \( M \) is the total number of receive antennas; \( k = 1, 2, \ldots, N \) is the frequency index. \( \tilde{h}_i \) is the tapped channel in frequency domain, from the transmitter to the \( i \)th receive antenna, and \( \tilde{n}_i \) is the discrete Fourier transform of white gaussian noise at the \( i \)th receive antenna. The received signal at the \( i \)th antenna is given as

\[
\tilde{r}_i = [\tilde{r}_i(0), \tilde{r}_i(1), \ldots, \tilde{r}_i(N - 1)]^T
\]

Finally the received signal over all \( M \) receive antennas is given by

\[
\tilde{R} = [\tilde{r}_1^T, \tilde{r}_2^T, \ldots, \tilde{r}_M^T]^T.
\]

So, the signal with reduced number of measurements is given by

\[
\tilde{v}_i = \tilde{\Phi}_i^T \tilde{r}_i, \quad i = 1, 2, \ldots, M,
\]

where \( \tilde{\Phi}_i \) refers frequency domain representation of a time domain signal \( \tilde{a}_i \).
where, $\tilde{v}_i$, $\tilde{r}_i$ are the Fourier transform of reduced dimension signal $v_i \in \mathbb{R}^d$ and received signal $r_i \in \mathbb{R}^N$ which can be written as

$$\tilde{v}_i = F_d v_i 	ag{5}$$

$$\tilde{r}_i = F_N r_i$$

where $F_N$ and $F_d$ are the $N \times N$ and $d \times d$ DFT matrix respectively and $v_i$, $r_i$ are the time domain reduced dimension signal and time domain received signal respectively at $i$th antenna. For compressed sensing, the sampling process can be expressed (in discrete-time domain) at the $i$th receive antenna from (4) and (5) as

$$v_i = \Phi_i^T r_i, \quad i = 1, 2, \ldots, M, \tag{6}$$

where, $\Phi_i = F_d^{-1} \Phi_i F_N$ is the another measurement matrix of size $N \times d$.

Generally, it is desired that $d << N$.

Equation (4) is a linear inverse problem with sparseness constraint, which may be solved by a Basis Pursuit method [14], which converts the problem into a convex optimization problem

$$\hat{r}_i = \arg \min_{\tilde{r}_i} ||\tilde{r}_i||_1, \quad s.t. \quad \tilde{r}_i^T \tilde{v}_i = \tilde{v}_i. \tag{7}$$

[16] considers a case when signal itself contains noise prior to measurements (noisy signal before measurement) contrary to the case when noise is added at the time of measurement (in the noiseless sparse signal) and proved by a bound that this difference can lead to severe impact on SNR. This is worth to note that till now, compressed sensing has been explored in the noiseless case relevant to cognitive radio. In this paper, we have taken the sparse signal is subjected to the random noise prior to the measurement as it is relevant that in cognitive radio, channel adds noise to the transmitted signal.

However, when the PU signal is received at the receiver, it has been corrupted by zero mean additive white Gaussian noise (at very low SNRs like $-13$ dB) with variance $\sigma_0^2 I$. Then, the equation in (4) becomes (for $M$ receive antennas)

$$\tilde{v}_i = \tilde{\Phi}_i \tilde{r}_i = \tilde{\Phi}_i (\tilde{h}_i \tilde{s} + \tilde{n}), \quad i = 1, 2, \ldots, M. \tag{8}$$

After adding measurement noise $\tilde{z}_i$ (zero mean white noise with variance $\sigma^2 I$), it can be written as

$$\tilde{v}_i = \tilde{\Phi}_i (\tilde{h}_i \tilde{s} + \tilde{n} + \tilde{z}_i), \quad i = 1, 2, \ldots, M. \tag{9}$$

Now, since the AWGN noise is non-sparse in the frequency domain so it converges the whole frequency spectrum, therefore received signal becomes non-sparse. Recovery of noise corrupted sparse signals have been investigated in [17], [18]. [17], [18] showed that the reconstruction of the noise corrupted PU signal from reduced number of measurements depends only on the noise, and not on the PU signal.

In the spectrum sensing problem investigated in this paper, reconstruction of noisy signal (from few measurements) is not the main goal. The spectrum sensing method algorithm in [9], as well in [10], is based on the fact that the signal components (on the different receive antennas) are correlated, while the noise components, on the different receive antennas, are uncorrelated (see equation (26) in Section III for details). From the reduced number of measurements, the reconstructed noise signals (on the different receive antennas) by the VROMP (see details in next subsection) and the various recovery algorithms, are still uncorrelated [20]. Due to the cross correlation of the reconstructed signal, noise components will implicitly cancelled out (due to uncorrelatedness of noise components) that enables detection of PU signal. As, we can see in Figure 1 and Figure 2 that reconstruction is very poor at -10 dB SNR but due to uncorrelatedness of noise components due to multiple receive antenna the reconstructed signal can be employed for detection using blind spectrum sensing as in [9]. Whitening filter is used to whiten the noise as in [16], [20]. So, the equivalent noise variance will depend on the variance of measurement noise $\sigma_0^2 I$ and variance of AWGN ($\sigma^2 I$) multiplied by a factor of $N/d$ [16], [20]. So, for solving (7), vector regularized Orthogonal Matching Pursuit algorithm [14], [17], [18] (extended for vector case) described in the following subsection.

### A. Vector Regularized Orthogonal Matching Pursuit (VROMP)

The scalar Orthogonal Matching Pursuit in [14], [17], [18] is extended to the vector case for $M$ receive antennas. Referring to (7), let $m$ be the sparsity level, i.e., number of zero elements in $\tilde{r}_i$. In the vector regularized OMP algorithm, let it is initialized that the residual $x_{0,i} = v_i$, index set $\Lambda_0$ to zero and the matrix $\Phi_0$ as an empty matrix at iteration $t = 0$. First, the index set $\lambda_{t,i}$ is determined by

$$\lambda_{t,i} = \max_{j=1,2,\ldots,d} |x_{t-1,i,j} - \hat{\phi}_j| > \ | \tag{10}$$

where, $\hat{\phi}_j$ is the $j$th column of $\tilde{\Phi}_t$, $\lambda_{t,i}$ denotes the correlation of column of $\tilde{\Phi}_t$ with $x_{t-1,i}$. Let, $J_t$ be the set of $m$ largest values of $\lambda_{t,i}$. Then, among all subsets $J_t \subset J_t$ with maximal energy $\|\tilde{r}_i - \tilde{\Phi}_t J_t\|_2$ in the regularization step. Then

$$\Lambda_{t,i} = \Lambda_{t-1,i} \cup \{J_t\}, \quad \tilde{\Phi}_t, i = \left[ \tilde{\Phi}_{t-1,i} \ 	ilde{\phi}_{\lambda_{t,i}} \right] \tag{11}$$

Since, $d$ is chosen such that $d \geq m$ (in [14], $d$ can be $\approx m^2$), $\tilde{\Phi}_{t,i}$ is always assumed to be of full column rank and thus the linear system of equations

$$v_{t,i} = \tilde{\Phi}_{t,i}^{T} y_{t,i} \tag{12}$$

is solved (in the least squares sense) by

$$y_{t,i} = \left[ \tilde{\Phi}_{t,i}^{*} \tilde{\Phi}_{t,i} \right]^{-1} \tilde{\Phi}_{t,i}^{*} v_{t,i}. \tag{13}$$

The new approximation to the data and the new residual are calculated as

$$a_{t,i} = \tilde{\Phi}_{t,i} y_{t,i} \tag{14}$$

and

$$x_{t,i} = v_i - a_{t,i}. \tag{15}$$

The iteration is stopped at $t = m$, where, $m$ is again the sparsity level of the signal. The reconstructed signal $\tilde{r}_i$ has non-zero entries at indices in $\Lambda_{m,i}$; the estimate of $\tilde{r}_i$ (i.e., at the $i$th receive antenna, at index $\lambda_{t,i}$), is equal to the $i$th component of $y_{m,i}$. Thus, $\tilde{r}_i, \quad i = 1, 2, \ldots, M$ is obtained for each receive antenna, where $\tilde{r}_i = [\tilde{r}_i(0) \ 	ilde{r}_i(1) \ \cdots \ \tilde{r}_i(N-1)]$. At each of the $M$ receive antennas, the signal $\tilde{r}_i$ (in time domain) is reconstructed for $i = 1, 2, \ldots, M$ by taking an
Stacking $P$ successive symbols on top of each other, we get
\[
y_P(n) = [y_T(n), y_T(n-1), \ldots, y_T(n-P+1)]^T.
\] (17)

Similar to [9],
\[
y_P(n) = H_P s(n) + n_P(n)
\] (18)
where $H_P$ and $n_P(n)$ are the channel matrix and the stacked noise vector as in [9]. Assuming that $H_P$ is of full column rank and defining the data matrix (over $S$ symbols),
\[
Y(n) = [y_P(n), y_P(n-1), \ldots, y_P(n-S+1)],
\] (19)
and defining the prediction error vector as in [9]
\[
e(n) = [-P_{P-1} I_M] Y_P(n)
\] (20)
where, $P_{P-1}$ is the backward linear prediction filter of length $(P-1)M$. After partitioning received data matrix can be written as
\[
Y(n) \begin{bmatrix}
\hat{Y}(n) \\
\bar{B}(n)
\end{bmatrix}
\] (21)
where $\hat{Y}(n)$ is the top $(P-1)M \times S$ block-matrix, at the top of $Y(n)$, while $\bar{B}(n)$ is the bottom block-row (of size $M \times S$) of $Y(n)$. Also the rank-revealing QR decomposition of $\hat{Y}(n)$ is given by (as in [9]),
\[
\hat{Y}^H(n) \Pi = Q \begin{bmatrix}
R_1 & R_2 \\
0_{S-r,r} & 0_{S-r,(P-1)M-r}
\end{bmatrix}
\] (22)
and $r = P + L_h - 1$, where $L_h$ is the multipath channel delay spread (in symbols), $r$ is also the rank of $\hat{Y}(n)$. See the detailed description in [9] by the author.

Then backward prediction parameters are determined in least square sense in both signal and noise together and noise only case by [9]. Then, two signal statistics can be computed by rank-revealing QR decomposition of $\hat{Y}^H(n)$ as
\[
S_1 = B(n) [Q]_{1:r},
\] (23)
and
\[
S_2 = [-P_{P-1} I_M] Y(n) [Q]_{1:r}.
\] (24)
where, $S_1$, $S_2$ are the two signal statistics. After calculating Frobenius norm of $S_1$ and $S_2$ presence of primary signal is decided by comparing with a threshold as follows:
\[
\begin{cases}
\text{Signal Present, if } \|S_1\|_F \geq \gamma \|S_2\|_F, \\
\text{Signal Absent, otherwise}
\end{cases}
\] (25)
where, $\gamma$ is the threshold which depends on probability of false alarm. Here, in this paper threshold $\gamma$ is chosen such that the probability of false alarm is 0.15.

Signal statistic $S_1$ will have a large value when primary signal is transmitting because the received signal at a secondary user, $B(n)(at\ time\ \ (n-N+1))$ will have a non zero projection in signal space of $\hat{Y}(n) (\|Q\|_{1:r})$. On the other side, signal statistic $S_2$ will have a small value (theoretically zero), even if primary signal transmitting. If primary signal is absent then both signal statistics $S_1$ and $S_2$ will theoretically be close to zero [9].
III. ANALYSIS OF THE NOVEL ALGORITHM

To explain the ability of the novel algorithm to sense primary signals, even at SNR of $-15$ dB (when noise power is much higher than the signal power), it is seen that the signal components (in the received signal and noise), on the multiple receive antennas, are correlated, as the same transmitted signal $s(n)$ travels through different multipath channels to be received on the multiple receive antennas. However, the (very large) noise components (of the received signals, on the multiple receive antennas) can be assumed to be uncorrelated [9], [10].

To explain the superior performance of the proposed (cyclo-stationary based) spectrum sensing algorithm, a single-tap multipath channel (in time domain) i.e., $L_h = 1$ and (number of receive antennas $M = 2$) is considered. Then the reconstructed signal (at the receive antennas, in time domain), even at very low SNR (like $-13$ dB), for the $n$th symbol, (where $\hat{r}$ is the estimate and obtained by the inverse DFT of equation (1))

$$
\begin{bmatrix}
\hat{r}_0(n) \\
\hat{r}_1(n)
\end{bmatrix} = \begin{bmatrix}
\hat{h}_0(0) \\
\hat{h}_1(0)
\end{bmatrix} \hat{s}(n) + \begin{bmatrix}
\hat{n}_0(n) \\
\hat{n}_1(n)
\end{bmatrix} = \begin{bmatrix}
\hat{d}_0(n) \\
\hat{d}_1(n)
\end{bmatrix} + \begin{bmatrix}
\hat{n}_0(n) \\
\hat{n}_1(n)
\end{bmatrix}
$$

(26)

When the noise power is much higher than the signal power (like $-13$ dB), the second term in the above equation is much larger than the first term. However even then, the correlation between the noise components $\hat{n}_0(n)$ and $\hat{n}_1(n)$ is very low. But the correlation between the signal components $\hat{d}_0(n)$ and $\hat{d}_1(n)$ is high, because of the presence of the common term $s(n)$ in both $\hat{d}_0(n)$ and $\hat{d}_1(n)$. This is $E[\hat{d}_0(n)\hat{d}_1(n)] = h_0(0)h_1(0)\sigma_s^2$. ($E[\cdot]$ is the expected value) Similar logic is provided by the author in [9] and in [10].

Moreover, unlike [9], we utilize the fact that very few PUs are active in their bands (at the same time/location) to allow the rich theory of compressed sensing theory [14] (i.e., superior reconstruction of sparse signals from limited number of measurements) to be combined with the modified multi-antennas based blind spectrum sensing algorithms to obtain a practical solution to the challenging problem of blindly detecting PU signals at even SNR of $-15$ dB, with even as little as 50% of the measurements in [9].

IV. SIMULATION RESULTS

For all simulations SNR is defined as, i.e.,

$$
SNR = \frac{E[|\hat{y}(n)|^2]}{E[|\hat{w}(n)|^2]}
$$

(27)

where $\hat{y}(n)$ is the received signal vector in time domain for multiple antennas. The signal is received through different channel taps, $\hat{w}(n)$ is the white gaussian noise in time domain, at varying SNRs. This is worth to note that a sparse noisy signal is receiving before the measurement so after adding measurement noise, noise variance will change and hence SNR will change accordingly by the ratio as mentioned in [16]. Five thousand data symbols having 0.5% non-zero samples (in frequency domain, i.e., sparsity level $m$) were used. 100 computer experiments for all simulations were performed to average out the results. The number of iterations used in VROMP is 30. $P = 15$ and $M = 4$ receive antennas are employed.

Figure 1 shows the sparse signal (in frequency domain) and its reconstruction (from 80% measurements) for two bands (can be thought of primary user present in band or one primary user (one and its conjugate band due to symmetry)) using one receive antenna, first at a SNR of 10 dB, when the reconstruction is very good and then at a SNR of $-10$ dB, when (as expected), the reconstruction (to a sparse signal) is completely non-sparse and is very different from the original sparse signal. Figure 2 shows the sparse signal (in frequency domain) and its reconstruction (from 80% measurements) for four bands (can be thought of two primary users) using one receive antenna, first at a SNR of 10 dB, when the reconstruction is very good and then at a SNR of $-10$ dB, when (as expected), the reconstruction (to a sparse signal) is completely non-sparse and is very different from the original sparse signal. Figure 3 shows, that from the reconstructed (signal + noise) at a SNR of $-15$ dB, the reconstruction (to a sparse signal) is completely non-sparse and is very different from the original sparse signal.

Figure 3 shows comparative plots of

V. CONCLUSION

The proposed cyclo-stationary based spectrum sensing algorithm is very effective at very low SNR, even at very low SNR, is possible. Figure 3 shows comparative plots of...
probability of detection for 80% and 50% measurements using VROMP, Blind Sensing [9] (which uses full measurements) and for energy detector and probability of false alarm with the SNR ranging from −15 dB to 5 dB in fixed channel. The channel is a single-tap channel with channel coefficient vector $h_k=[0.8,0.3,0.55,0.15]$ (for the four receive antennas). From the results, it is evident that using our proposed method even with 50% measurements, probability of detection is pretty close to that of [9], even if reconstruction is very poor, whereas energy detector fails at very low SNR. In Figure 4, the comparison is made in five taps random channel for two bands as shown in Figure 1. This shows that our proposed method works well in five taps random channel also at 50% measurements and comparable to [9], which uses full measurements. Figure 5 shows the comparison of probability of detection in four bands as shown in figure 2 and shows that its performance is close to probability of detection at full measurements. The results allow spectrum sensing over a wide band, by using a limited number of measurements (of the received signal-sub-Nyquist sampling), and thus satisfying the timing requirements for rapid sensing. This paper is also a feasibility study of detecting primary signals from limited number of measurements at very low SNR (like −13 dB) (a very important criterion in cognitive radio systems like IEEE 802.22), which distinguishes it from [13], which considers only the noiseless case.

V. CONCLUSION

In this paper, a limited number of measurements are used for the detection the presence of primary user by exploiting the sparse-ness of radio spectrum at any given time/location. First, complete received signal is reconstructed from a limited number of measurements of the received signal (over the wide spectrum) using VROMP by employing at different multiple antennas. Then, blind spectrum sensing is accomplished by employing a combination of linear prediction and rank-revealing QR decomposition, of the reconstructed received signal matrix. The novel method’s performance at 50% measurements is quite close to [9], which requires very large numbers of measurements (symbols), similar to other cyclo-stationary based spectrum methods in extremely low SNR conditions. The proposed method is also blind so does not require any information about the primary signal power, multipath channel distortions (between primary and secondary users) and band(s) occupied by the primary users.
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