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Abstract

We consider consensus algorithms in their most general setting and provide conditions under which such algorithms are guaranteed to converge, almost surely, to a consensus. Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be (possibly) stochastic, non-stationary matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. For any consensus algorithm of the form \( x(t+1) = A(t)x(t) + B(t)m(t) \), we provide conditions under which consensus is achieved almost surely, i.e., \( \Pr\{\lim_{t \to \infty} x(t) = c1\} = 1 \) for some \( c \in \mathbb{R} \). Moreover, we show that this general result subsumes recently reported results for specific consensus algorithms classes, including sum-preserving, non-sum-preserving, quantized and noisy gossip algorithms. Also provided are the \( \epsilon \)-converging time for any such converging iterative algorithm, i.e., the earliest time at which the vector \( x(t) \) is \( \epsilon \) close to consensus, and sufficient conditions for convergence in expectation to the average of the initial node measurements. Finally, mean square error bounds of any consensus algorithm of the form discussed above are presented.
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I. INTRODUCTION

A fundamental problem in decentralized networked systems is that of having nodes reach a state of agreement [1]–[7]. Distributed agreement is a fundamental problem in ad hoc network applications, including distributed consensus and synchronization problems [4]–[6], [8], distributed coordination of mobile autonomous agents [2], [3], and distributed data fusion in sensor networks [1], [7], [9]. It is also a central topic for load balancing (with divisible tasks) in parallel computers [10].

Vicsek et al. provided a variety of simulation results which demonstrate that simple distributed algorithms allow all nodes to eventually agree on a parameter [4]. The work in [11] provided the theoretical explanation for behavior observed in these reported simulation studies. This paper focuses on a prototypical example of agreement in asynchronous networked systems, namely, the randomized average consensus problem in a communication network.

A. Average Consensus

Distributed averaging algorithms are extremely attractive for applications in networked systems because nodes maintain simple state information and exchange information with only their immediate neighbors. Consequently, there is no need to establish or maintain complicated routing structures. Also, there are no bottleneck links (as in tree or ring structures) where the result of in–network computations can be compromised, lost, or jammed by an adversary. Finally, consensus algorithms have the attractive property that, at termination, the computed value is available throughout the network, enabling a network user to query any node and immediately receive a response, rather than waiting for the query and response to propagate to and from a fusion center.

Gossip-based average consensus algorithms were initially introduced in 1984 by Tsitsiklis [12] to achieve consensus over a set of agents, with the approach receiving considerable recent attention from other researchers [1]–[3], [13]–[17]. The problems setup stipulates that, at time slot $t \geq 0$, each node $i = 1, 2, \ldots, N$ has an estimate $x_i(t)$ of the global average, where $x(t)$ denotes the $N$–vector of these estimates. The ultimate goal is to drive the estimate $x(t)$ to, or as close as possible to, the average vector $\bar{x}(0)\mathbf{1}$ using minimal amount of communications. In this notation, $\mathbf{1}$ denotes the vector of ones and

$$\bar{x}(0) = \frac{1}{N} \sum_{i=1}^{N} x_i(0).$$

Notably, the quantity $x(t)$ for $t > 0$ is a random vector since the algorithms are stochastic in their behavior.

In the following, we discuss specific cases of related work that are subsumed by the general theoretical approach presented subsequently.

**Sum–Preserving Gossip:** Randomized average consensus gossiping uses an asynchronous time model wherein a node chosen at random (uniformly) wakes up, contacts a random neighbor within its connectivity radius, and
exchanges values [2], [3], [13], [18]. The two nodes then update their values with the pairwise averages of their values. This operation preserves the nodal total sum, and hence also the mean. The algorithm converges to a consensus if the graph is, on the average, strongly connected. Because the transmitting node must send a packet to the chosen neighbor and then wait for the neighbor’s packet, this scheme is vulnerable to packet collisions and yields a communication complexity (measured by number of radio transmissions required to drive the estimation error to within $\Theta(N^{-\alpha})$, for any $\alpha > 0$) on the order of $\Theta(N^2 \log N)$ for random geometric graphs [13]. In synchronous time model average consensus, nodes exchange values with all their neighbors simultaneously and update their state values accordingly. This model yields a faster convergence rate compared to the asynchronous case, but introduces congestion and collision issues [13], [18].

The recently proposed geographic gossip algorithm combines gossip with geographic routing [19]. Similarly to the standard gossip algorithm, a node randomly wakes up, but, in this case, chooses a random node within the whole network, rather than simply in its neighborhood, and performs pairwise averaging with the selected node. Geographic gossiping increases the diversity of every pairwise averaging operation. Moreover, the algorithm communication complexity is of the order $O(N^{3/2} \sqrt{\log(N)})$, which is an improvement with respect to the standard gossiping algorithm. More recently, a variety of the algorithm that “averages around the way” has been shown to converge in $O(N \log N)$ transmissions [20].

**Non-Sum-Preserving Gossip:** To overcome the drawbacks of the standard packet based sum-preserving gossip algorithms, broadcast gossip algorithms suitable for wireless sensor networks were recently proposed [17], [21]. Under this methodology, a node in the network wakes up randomly according to an asynchronous time model and broadcasts its value. This value is successfully received by the nodes in the connectivity radius of the broadcasting node. The nodes that received the broadcasted value update their state values, in a convex fashion, while the remaining nodes sustain their values.

By iterating the broadcast gossip protocol, the algorithm achieves consensus (with probability one) over the network, with the consensus valued neighboring the initial network sensor reading average. Moreover, although the convergence time of the algorithm is commensurate with the standard pairwise sum–preserving gossip algorithms, it is show that, for modest network sizes, the broadcast gossip algorithm converges to consensus faster, and with fewer radio transmissions, than algorithms based on pairwise averages or routing [17], [21].

Also of note is that, when the number of nodes is large with respect to time, the convergence rate of algorithms that achieve consensus but do not necessarily converge to the initial average (e.g., asymmetric gossip, broadcast gossip and packet-drop gossip), it is argued in [22], is better described by mean square analysis, while, when the number of nodes is small with respect to time, it is the Lyapunov exponent analysis that provides the appropriate convergence description [22].
Quantized Gossip: All algorithms discussed above assume inter–node communications are achieved with infinite precision. This assumption is clearly not satisfied in practice. Thus, recent interest in gossip algorithms has focused on node communications using quantized values [15], [16], [23]–[26]. While there are quantized algorithms that yield node state values as–close–as possible to each other, but that do not achieve consensus in the strict sense [26], we review only representative algorithms that strictly achieve consensus.

Aysal et al. consider a model in which the nodes utilize a probabilistic quantizer (i.e., dithering quantization) prior to transmission. The quantized consensus iterations, in this approach, can be viewed as an absorbing Markov chain, with the absorbing states given by the quantization points [16], [23]. Similarly, Nedic et al. use a floor quantizer and show, using Lyapunov function analysis (as they approach the problem from a control theory perspective), that: (i) the state variances diminish to zero and (ii) all nodes converge to a (quantized value) consensus [15]. Finally, Yildiz and Scaglione use coding algorithms in order to reduce the quantization errors to zero, thereby achieving state consensus on a quantization value [25].

Noisy Gossip: Xiao, Boyd and Kim extended the standard distributed consensus algorithm to admit noisy updates, deriving a method in which each node updates its local variable with a weighted average of neighboring values, where each new value is corrupted by zero mean, fixed variance, additive noise [27]. Accordingly, weight design procedures are proposed that lead to optimal steady–state behavior, based on the assumption that the noise terms are independent. The resulting algorithm processes through a random walk in which only the variation amongst the nodes converges to a steady state [27].

Hatano et al. [28], followed subsequently by Kar and Moura [29] and Rajagopal and Wainwright [30], consider a synchronous and non–random distributed agreement problem over realizations of a (Poisson) random geometric network with noisy interconnections. The noise is assumed independent, uncorrelated and Gaussian distributed, with zero mean and fixed variance. Sufficiency conditions for single parameter consensus are presented, albeit for the particular adaptive algorithm considered. That is, general conditions for almost sure convergence to consensus are not provided, nor are generic convergence rate and mean square error results [28]–[30].

The maximum likelihood (ML) estimate of initial observations, obtained through a decentralized convex optimization algorithm, is also considered in the literature [31]. Although the authors of this work do not specifically design their algorithm considering noisy links, they argue that their approach is robust to noise components for bounded noise covariance matrix cases. Unlike the previous method, however, the algorithm does not converge to a consensus when noisy links are considered.

B. Main Contributions

The almost sure convergence results with regard to the algorithms discussed above are generally specific to the algorithm utilized in particular works. Thus, current almost sure convergence results reported in the literature fall
short in terms of explaining the underlying true mechanics of the consensus framework. There are no “universal” almost sure convergence results that would allow researchers and engineers to assess the characteristics of a newly designed consensus system. This lack of knowledge forces researchers to investigate algorithm or problem-specific conditions. In some cases, extensive simulations alone are utilized to support the convergence of an algorithm. Also problematic is the fact that the standard system stationarity assumption excludes cases such as addition/extraction of nodes in the system that are crucial to current networking applications. Future consensus systems and algorithms, possibly not characterized by existing models, may be devised in the future, thereby requiring powerful analysis tools to identify their convergence properties.

Accordingly, this work studies consensus algorithms in their most general setting and provides conditions under which such algorithms are guaranteed to converge, almost surely, to a consensus, and addresses the discussed drawbacks of the algorithms, algorithm class and their explicit analysis. Specifically, we consider any consensus algorithm of the form

$$x(t + 1) = A(t)x(t) + B(t)m(t)$$

where

- \(\{A(t), B(t)\} \in \mathbb{R}^{N \times N}\) are (possibly) non–stationary random update and control matrices, respectively,
- \(\{x(t), m(t)\} \in \mathbb{R}^{N \times 1}\) are state and perturbation vectors, respectively.

We provide conditions under which any such algorithm achieves consensus almost surely, i.e.,

$$\Pr \left\{ \lim_{t \to \infty} x(t) = c1 \right\} = 1$$

for some \(c \in \mathbb{R}\).

Moreover, we show that this general result subsumes recently reported results for specific consensus algorithm classes, including sum–preserving, non–sum–preserving, quantized and noisy gossip algorithms. Also provided are the \(\epsilon\)-converging time for any such converging iterative algorithm, i.e., the earliest time at which the vector \(x(t)\) is \(\epsilon\) close to consensus, and sufficient conditions for convergence in expectation to the initial node measurements average. Finally, error bounds characterizing the mean square error performance of any consensus algorithm of the form discussed in this paper are given.

C. Paper Organization

Then general consensus algorithm formulation is provided in Section II, along with the main result of the paper, i.e., sufficient conditions guaranteeing convergence to consensus for any consensus algorithm of the form considered in this paper. Moreover, the convergence rate to consensus of such algorithms are also detailed in this section. Section III details the conditions required to achieve consensus in expectation to the desired value for
any consensus algorithm. Mean square error bounds of any consensus algorithm of the form discussed above are presented in Section IV. Finally, we conclude with Section V.

II. CONSENSUS REVEALED: CONVERGENCE TO CONSENSUS

In this section, we consider consensus algorithms in their most general setting and provide conditions under which the algorithms are guaranteed to converge to a consensus almost surely. Moreover, we show how this result nicely subsumes the results corresponding to consensus algorithms reported in the literature, i.e., sum–preserving consensus algorithms (such as randomized and geographic gossip algorithms), non-sum-preserving algorithms (such as broadcast gossip algorithms), quantized gossip algorithms and noisy gossip algorithms.

A. Convergence To Consensus

Let \( J = 1/N11^T \). We begin by stating one of the main results of this work:

**Theorem 1** Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be (possibly) non–stationary random matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. Consider any consensus algorithm of the form

\[
x(t + 1) = A(t)x(t) + B(t)m(t).
\]

(4)

Now suppose that

\[
A(t)1 = 1, \ E\{m(t)\} = 0, \ E\{m(t)|x(t), A(t), B(t)\} = E\{m(t)\}, \ \forall t
\]

(5)

and

\[
0 \leq \lambda_1[E\{A(t)^T(I - J)A(t)\}] \leq 1, \ \forall t,
\]

\[
\sum_{t=0}^{\infty} 1 - \lambda_1[E\{A(t)^T(I - J)A(t)\}] = \infty
\]

(6)

\[
\sum_{t=0}^{\infty} \lambda_1[E\{B(t)^T(I - J)B(t)\}]E\{|m(t)|^2\} < \infty, \ \lim_{t \to \infty} \frac{\lambda_1[E\{B(t)^T(I - J)B(t)\}]E\{|m(t)|^2\}}{1 - \lambda_1[E\{A(t)^T(I - J)A(t)\}]} = 0
\]

(7)

where \( \lambda_1[\cdot] \) denotes the largest eigenvalue of its argument. Then any algorithm of the form (4) converges to a consensus almost surely, i.e.,

\[
Pr\left\{ \lim_{t \to \infty} x(t) = c1 \right\} = 1
\]

(8)

for some \( c \in \mathbb{R} \).

**Proof:** Consider the deviation vector \( v(t) = x(t) - Jx(t) \) and resulting recursion

\[
v(t + 1) = (A(t) - JA(t))x(t) + (B(t) - JB(t))m(t).
\]

(9)
Using the fact that $A(t)1 = 1$, \(\forall t\), we have
\[
(A(t) - JA(t))(-Jx(t)) = -A(t)Jx(t) + JA(t)Jx(t) = -Jx(t) + Jx(t) = 0
\]
indicating that
\[
v(t + 1) = (A(t) - JA(t))v(t) + (B(t) - JB(t))m(t).
\]

Now, letting $V(t) = \|v(t)\|_2^2$, we obtain
\[
V(t + 1) = \|(A(t) - JA(t))v(t)\|_2^2 + \|(B(t) - JB(t))m(t)\|_2^2 + 2v(t)^T(A(t) - JA(t))^T(B(t) - JB(t))m(t).
\]

Taking the expectation of the above, given \(\{V(s) : s \leq t\}\) and using the fact that $m(t)$ is uncorrelated with $A(t), B(t)$ and $x(t)$, yields
\[
\mathbb{E}\{V(t + 1)|V(s) : s \leq t\} = \mathbb{E}\{\|(A(t) - JA(t))v(t)\|_2^2|V(s) : s \leq t\} + \mathbb{E}\{\|(B(t) - JB(t))m(t)\|_2^2\}
\]
\[
\mathbb{E}\{V(t + 1)|V(s) : s \leq t\} = \mathbb{E}\{v(t)^T(A(t) - JA(t))^T(A(t) - JA(t))v(t)|V(s) : s \leq t\}
\]
\[
\hspace{1cm} + \mathbb{E}\{m(t)^T(B(t) - JB(t))^T(B(t) - JB(t))m(t)\}
\]
\[
= (a) \mathbb{E}\{v(t)^T\mathbb{E}\{(A(t) - JA(t))^T(A(t) - JA(t))|V(s) : s \leq t\}v(t)|V(s) : s \leq t\}
\]
\[
\hspace{1cm} + \mathbb{E}\{m(t)^T\mathbb{E}\{(B(t) - JB(t))^T(B(t) - JB(t))|m(t)\}m(t)\}
\]
\[
\leq (b) \lambda_1 \mathbb{E}\{\mathbb{E}\{(A(t) - JA(t))^T(A(t) - JA(t))\}|V(s) : s \leq t\}
\]
\[
\hspace{1cm} + \lambda_1\mathbb{E}\{\mathbb{E}\{(B(t) - JB(t))^T(B(t) - JB(t))\}|M(t)\}
\]
\[
= (c) \lambda_1\mathbb{E}\{A(t)^T(I - J)A(t)\}|V(t) + \lambda_1\mathbb{E}\{B(t)^T(I - J)B(t)\}|M(t)
\]
\[
= (d) \rho_A(t)V(t) + \rho_B(t)M(t)
\]

where (a) follows by conditioning, (b) is due to Rayleigh-Ritz theorem, (c) is seen by noting that $I - J$ is a projection matrix and denoting $M(t) = \|m(t)\|_2^2$ and (d) follows by the fact that $\mathbb{E}\{V(t)|V(s) : s \leq t\} = V(t)$ and the notation: $\rho_A(t) \triangleq \lambda_1\mathbb{E}\{A(t)^T(I - J)A(t)\}$ and $\rho_B(t) \triangleq \lambda_1\mathbb{E}\{B(t)^T(I - J)B(t)\}$.

We will make use of the following Lemma to finish up our proof.

**Lemma 1** [32] Consider a sequence of nonnegative random variables \(\{V(t)\}_{t \geq 0}\) with $\mathbb{E}\{V(0)\} < \infty$. Let
\[
\mathbb{E}\{V(t + 1)|V(t), \ldots, V(1), V(0)\} \leq (1 - c_1(t))V(t) + c_2(t)
\]
where

\[ 0 \leq c_1(t) \leq 1, \quad c_2(t) \geq 0, \quad \forall t, \sum_{t=0}^{\infty} c_2(t) < \infty, \quad \sum_{t=0}^{\infty} c_1(t) = \infty, \quad \lim_{t \to \infty} \frac{c_2(t)}{c_1(t)} = 0. \quad (20) \]

Then, \( V(t) \) almost surely converges to zero, i.e.,

\[ \Pr \left\{ \lim_{t \to \infty} V(t) = 0 \right\} = 1. \quad (21) \]

In the following, we will fit our development to the above Lemma. Note the following items:

- \( V(t) = ||v(t)||_2^2 \geq 0 \) is nonnegative for all \( t \) and \( \mathbb{E}\{V(0)\} = V(0) < \infty \).
- Let \( c_2(t) = \rho_B(t)\mathbb{E}\{M(t)\} \) and note that \( c_2(t) \geq 0 \) for all \( t \) since \( \rho_B(t) \geq 0 \) and \( \mathbb{E}\{M(t)\} = \mathbb{E}\{||m(t)||_2^2\} \geq 0 \) for all \( t \).
- Let \( c_1(t) = 1 - \rho_A(t) \).

Finally, using the next lemma from [21], [28] indicating the following:

Lemma 2 [21], [28] Let \( V(t) = ||x(t) - Jx(t)||_2^2 \). Then

\[ \Pr \left\{ \lim_{t \to \infty} V(t) = 0 \right\} = 1 \quad (22) \]

if and only if

\[ \Pr \left\{ \lim_{t \to \infty} x(t) = c1 \right\} = 1 \quad (23) \]

for some \( c \in \mathbb{R} \).

completes the proof of our theorem.

The vast majority of recent literature in the randomized and deterministic gossip fields uses stationary update matrices. The following corollary gives the special case of Theorem 1 for this subclass of consensus algorithms.

Corollary 1 Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be stationary random matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. Consider any consensus algorithm of the form

\[ x(t+1) = A(t)x(t) + B(t)m(t). \quad (24) \]

Now suppose that

\[ A(t)1 = 1, \quad \mathbb{E}\{m(t)\} = 0, \quad \mathbb{E}\{m(t)x(t), A(t), B(t)\} = \mathbb{E}\{m(t)\}, \quad \forall t \quad (25) \]

and

\[ 0 \leq \lambda_1[\mathbb{E}\{A^T(I - J)A\}] < 1, \quad \lambda_1[\mathbb{E}\{B^T(I - J)B\}] \sum_{t=0}^{\infty} \mathbb{E}\{||m(t)||_2^2\} < \infty, \quad (26) \]
where $\lambda_1[\cdot]$ denotes the largest eigenvalue of its argument and we denote $\lambda_1[\mathbb{E}\{A^T(I-J)A\}] = \lambda_1[\mathbb{E}\{A(t)^T(I-J)A(t)\}]$ and $\lambda_1[\mathbb{E}\{B^T(I-J)B\}] = \lambda_1[\mathbb{E}\{B(t)^T(I-J)B(t)\}]$ for all $t \geq 0$. Then, the algorithm converges to a consensus almost surely, i.e.,

$$\Pr\left\{ \lim_{t \to \infty} x(t) = c \right\} = 1$$

for some $c \in \mathbb{R}$.

**Proof:** Recall the following two conditions of Theorem 1, considered for stationary matrices:

$$0 \leq \lambda_1[\mathbb{E}\{A^T(I-J)A\}] \leq 1, \quad \sum_{t=0}^{\infty} 1 - \lambda_1[\mathbb{E}\{A^T(I-J)A\}] = \infty. \quad (29)$$

Note that the second condition is always satisfied as long as $\lambda_1[\mathbb{E}\{A^T(I-J)A\}] < 1$. Thus, we can fuse these two conditions into the one stated in the corollary: $0 \leq \lambda_1[\mathbb{E}\{A^T(I-J)A\}] < 1$. The remaining proof and conditions follow directly from Theorem 1.

The above corollary reveals an important fact. Namely, that stationary consensus algorithms might not converge to consensus unless the perturbations is somehow driven to zero. To see this, consider non–zero, finite $\lambda_1[\mathbb{E}\{A^T(I-J)A\}]$ and $\lambda_1[\mathbb{E}\{B^T(I-J)B\}]$. The only way to satisfy (26) and (27) is to drive the perturbation norm to zero. This is in fact possible with clever algorithms, as we show further in the paper. In the quantized gossip algorithms, for instance, some authors use coding algorithms or probabilistic quantizers, thereby (unknowingly) achieving the task of driving quantization noise variance (perturbations) to zero.

1) **Sum-Preserving Gossip Algorithms:** In the following, we show that the theorem presented in this work reduces to that presented in sum-preserving gossip algorithms, such as randomized and geographic gossip algorithms [13], [18], [19], [27], [33]. The network-wide update, in this case, is given by

$$x(t+1) = A(t)x(t) \quad (30)$$

where $A(t)$ is the random and doubly stochastic (for all $t \geq 0$), but stationary, weight matrix. Of note is that we consider the asynchronous case where $A(t)$ is random. However, one can easily consider the synchronous case where $A(t) = A$ for all $t \geq 0$, with the analysis following similarly to Theorem 1, which makes no assumptions on the time model.

The update equation in (30) is clearly subsumed by the model considered in the Corollary 1, which reduces to the former when $B(t) = 0$ or $m(t) = 0$ for all $t \geq 0$ and is $A(t)$ random but stationary. In this case, the Corollary conditions given in (27) are automatically satisfied since $\lambda_1[\mathbb{E}\{B(t)^T(I-J)B(t)\}] = 0$ if $B(t) = 0$, or
$\mathbb{E}\{|m(t)|^2\} = 0$ if $m(t) = 0$, for all $t \geq 0$. The set of conditions in (25) is also satisfied since $A(t)$ is doubly stochastic. Moreover, since the algorithm is sum-preserving, *i.e.*, $1^T A(t) = 1^T$ for all $t \geq 0$, the condition in (26) reduces to

$$\lambda_1[\mathbb{E}\{A^T(I-J)A\}] = \lambda_1[\mathbb{E}\{A^T A - A^TJA\}] = \lambda_1[\mathbb{E}\{A - J\}] = \lambda_2(\mathbb{E}\{A\}) < 1$$

(31)

where the second equality follows from the facts that $\mathbb{E}\{A^T A\} = \mathbb{E}\{A\}$ [13] and $N^{-1}A^T 11^T A = N^{-1}1 1^T$ since $A(t)$ is doubly stochastic for all $t \geq 0$ and taken to arising from pairwise averaging algorithms. Thus, in addition to double stochasticity of all $A(t)$, we need to have that $\lambda_2(\mathbb{E}\{A\}) < 1$. This is indeed the convergence condition given in sum-preserving average consensus algorithms [13], [18], [19], [27], [33].

2) Non-Sum-Preserving Gossip Algorithms: This section considers algorithms for which the network–wide sum is not preserved through iterations. A number of such gossip algorithms have recently been proposed, *e.g.*, the broadcast gossip algorithm [17], [21], [22]. These algorithms provide faster convergence and require a smaller number of radio transmissions to achieve consensus, with the trade-off being that they converge to a neighborhood of the average rather than strictly average.

The network-wide update, in this case, is also given as $x(t+1) = A(t)x(t)$ where, this time, $A(t)$ is random and stationary, but not doubly stochastic for all $t \geq 0$. Through analysis similar to that above, it can be proven that Corollary 1 reduces to (with the same notation as above):

$$\lambda_1[\mathbb{E}\{A^T(I-J)A\}] < 1.$$  

(32)

This is indeed the condition given in [17], [21], [22] guaranteeing convergence of form (30), non-sum-preserving consensus algorithms.

3) Quantized Gossip Algorithms: All algorithms discussed above assume inter-node communications are carried out with infinite precision. This assumption is clearly violated in practice. Thus, recent efforts have focused on gossip algorithms that communicate using quantized values [15], [16], [23]–[26].

To consider the quantized case, let $A(t)$ again be doubly stochastic for all $t \geq 0$. Then the network-wide update with quantized values is given by [16], [25]:

$$x(t+1) = A(t)q(t) = A(t)Q[x(t)] = A(t)x(t) + A(t)m(t)$$

(33)

where $Q[\cdot]$, $q(t)$ and $m(t)$ denote any quantizer, quantized sample and the quantization noise, respectively. Under mild conditions on the signal and quantization parameters, Schumann shows that the quantization noise samples are zero-mean and statistically independent amongst each other, and from the signal [34], [35]. Utilizing dithering also leads to these conditions and the quantized consensus model. Specifically, Schumann proves that the substractive
dithering process utilizing uniform random variable with support on \([-\Delta/2, \Delta/2]\) – where \(\Delta\) is the quantization bin size – yields error signal values that are statistically independent from each other and the input [34], [35]. Of import is that both infinite precision and quantized gossip algorithms reported in the literature employ stationary weight matrices.

Unfortunately, most convergence to consensus proofs in the quantized consensus field are algorithm and quantizer specific, and thus do not yield insight on the mechanics of quantized consensus systems [15], [16], [23]–[26]. In this section, we utilized Theorem 1 and Corollary 1 to give convergence conditions for such systems that generalize and subsume previous convergence proofs in this field. Of note is that the following corollaries, i.e., Corollary 2 and 3 consider quantization noise vector samples are independent from each other and the state vector, e.g., a quantized consensus system with dithered quantization.

**Corollary 2** Let \(\{A(t)\} \in \mathbb{R}^{N \times N}\) be (possibly) non–stationary random matrix and \(\{x(t), m(t)\} \in \mathbb{R}^{N \times 1}\) be state and quantization noise vectors, respectively. Consider any quantized consensus algorithm of the form

\[ x(t + 1) = A(t)x(t) + A(t)m(t). \]  

(34)

Now suppose that \(A(t)1 = 1\) and

\[ 0 \leq \lambda_1[\mathbb{E}\{A(t)^T(I - J)A(t)\}] \leq 1, \forall t, \sum_{t=0}^{\infty} 1 - \lambda_1[\mathbb{E}\{A(t)^T(I - J)A(t)\}] = \infty \]  

(35)

\[ \sum_{t=0}^{\infty} \lambda_1[\mathbb{E}\{A(t)^T(I - J)A(t)\}]\mathbb{E}\{||m(t)||_2^2\} < \infty, \lim_{t \to \infty} \frac{\lambda_1[\mathbb{E}\{A(t)^T(I - J)A(t)\}]\mathbb{E}\{||m(t)||_2^2\}}{1 - \lambda_1[\mathbb{E}\{A(t)^T(I - J)A(t)\}]} = 0 \]  

(36)

where \(\lambda_1[\cdot]\) denotes the largest eigenvalue of its argument. Then any quantized algorithm of the form (34) converges to a consensus almost surely, i.e.,

\[ \Pr\left\{ \lim_{t \to \infty} x(t) = c1 \right\} = 1 \]  

for some \(c \in \mathbb{R}\).

**Proof:** The result simply follows by taking \(B(t) = A(t)\) in Theorem 1 and noting that the theorem conditions on \(m(t)\) are met by quantization procedures utilizing dither and satisfying Schumann’s conditions.

The vast majority of recent literature in the randomized and deterministic quantized gossip fields uses stationary update matrices. The following corollary gives the special case of Theorem 1 for this subclass of quantized consensus algorithms.

**Corollary 3** Let \(A \in \mathbb{R}^{N \times N}\) be a non–stationary deterministic matrix and \(\{x(t), m(t)\} \in \mathbb{R}^{N \times 1}\) be state and
quantization noise vectors, respectively. Consider any quantized consensus algorithm of the form

\[ x(t+1) = Ax(t) + Am(t). \]  

(38)

Now suppose that \( A1 = 1 \) and

\[ 0 \leq \lambda_1[\mathbb{E}\{A^T(I - J)A\}] < 1, \sum_{t=0}^{\infty} \mathbb{E}\{|m(t)|_2^2\} < \infty, \lim_{t \to \infty} \mathbb{E}\{|m(t)|_2^2\} = 0 \]  

(39)

where \( \lambda_1[\cdot] \) denotes the largest eigenvalue of its argument. Then any quantized algorithm of the form (38) converges to a consensus almost surely, i.e.,

\[ \Pr \left\{ \lim_{t \to \infty} x(t) = c1 \right\} = 1 \]  

(40)

for some \( c \in \mathbb{R} \).

**Proof:** Clearly, the set of corollary conditions in (25) are met by quantization procedures utilizing dither and satisfying Schumann’s conditions. Taking \( B(t) = A(t) \), the remaining conditions of Corollary 1 reduce to:

\[ 0 \leq \lambda_1[\mathbb{E}\{A^T(I - J)A\}] < 1, \lambda_1[\mathbb{E}\{A^T(I - J)A\}] \sum_{t=0}^{\infty} \mathbb{E}\{|m(t)|_2^2\} < \infty \]  

(41)

and

\[ \frac{\lambda_1[\mathbb{E}\{A^T(I - J)A\}]}{1 - \lambda_1[\mathbb{E}\{A^T(I - J)A\}]} \lim_{t \to \infty} \mathbb{E}\{|m(t)|_2^2\} = 0. \]  

(42)

Omitting the trivial case \( \lambda_1[\mathbb{E}\{A^T(I - J)A\}] = 0 \) (which occurs when the graph is superconnected - all nodes are connected to all nodes) further reduces the above set of conditions to:

\[ 0 \leq \lambda_1[\mathbb{E}\{A^T(I - J)A\}] < 1, \sum_{t=0}^{\infty} \mathbb{E}\{|m(t)|_2^2\} < \infty, \lim_{t \to \infty} \mathbb{E}\{|m(t)|_2^2\} = 0. \]  

(43)

This concludes the proof.

Interestingly, this result states that in addition to standard assumptions on the weight update matrix \( A(t) \), convergent and bounded quantization noise variances are required. This corroborates the individual proofs provided in the quantized consensus literature where, for instance, Aysal et. al. show that the quantized consensus iterations can be viewed as an absorbing Markov chain and that the absorbing states are given by the quantization points [16], [23], [24]. The absorbing Markov chain requirements indeed give convergent quantization noise variances, as the above results requires. Similarly, Nedic et. al. use a floor quantizer and show, employing Lyapunov function analysis (approaching the problem from a control theory perspective), that the state variances diminishes to zero and all nodes converge to consensus on a quantization value [15]. This again yields quantization error series that converge to zero. Finally, Yildiz and Scaglione use coding algorithms in order to bring all the node state values closer to a
quantization value, effectively trying to reduce the quantization noise variances to zero [25].

4) Noisy Gossip Algorithms: Xiao, Boyd and Kim extended the distributed consensus algorithm to admit noisy updates, with each node updating its local variable as a weighted average of neighbor values and corrupting zero mean additive noise [27]:

\[ x(t + 1) = Ax(t) + m(t) \] (44)

where \( m(t) \) is the additive zero–mean noise with fixed variance. The algorithm yields a random walk with the variation amongst nodes converging to a steady state [27]. Hence the authors pose and solve, under the assumption that the \( m(t) \) noise terms are independent, the problem of designing weights \( A \) that yield optimal steady-state behavior.

The generic model clearly subsumes the noisy gossip update, reducing to the latter for \( A \) time-invariant and deterministic, and \( B(t) = I \). Also, the perturbation is taken to be zero–mean and independent of the node states. Recall that for stationary (or time-invariant in this case) update and control matrices cases, convergence to consensus is achieved by driving the perturbation to zero, as suggested by Corollary 1. But clearly, this condition is not met under the noisy gossip model. Thus, our findings corroborate those of Xiao et. al. [27]; namely, the noisy gossip algorithm does not satisfy the sufficient conditions derived in this work.

For fixed variance noise, it is clear that stationary \( B \) matrices are not able to drive the divergence cause by the perturbation to zero. Although more general noisy consensus algorithms are directly covered by Theorem 1, the following gives a corollary of Theorem 1 that considers the case where \( A(t) \) and \( B(t) \) are deterministic but time varying. This is indeed the case considered in noisy consensus algorithms [28]–[30].

**Corollary 4** Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be non–stationary and deterministic matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. Consider any consensus algorithm of the form

\[ x(t + 1) = A(t)x(t) + B(t)m(t). \] (45)

Now suppose that

\[ A(t)1 = 1, \ E\{m(t)\} = 0, \ E\{m(t)|x(t), A(t), B(t)\} = E\{m(t)\}, \ \forall t \] (46)

and

\[ 0 \leq \lambda_1[A(t)^T(I-J)A(t)] \leq 1, \ \forall t, \ \sum_{t=0}^{\infty} 1 - \lambda_1[A(t)^T(I-J)A(t)] = \infty \] (47)

\[ \sum_{t=0}^{\infty} \lambda_1[B(t)^T(I-J)B(t)]E\{|m(t)|^2\} < \infty, \ \lim_{t \to \infty} \frac{\lambda_1[B(t)^T(I-J)B(t)]E\{|m(t)|^2\}}{1 - \lambda_1[E\{A(t)^T(I-J)A(t)\}]} = 0 \] (48)
where \( \lambda_1[\cdot] \) denotes the largest eigenvalue of its argument. Then any noisy consensus algorithm of the form (45) converges to a consensus almost surely, i.e.,

\[
\Pr \left\{ \lim_{t \to \infty} x(t) = c1 \right\} = 1
\]

for some \( c \in \mathbb{R} \).

Moreover, it is easy to see that the conditions in (48) reduces to

\[
\sum_{t=0}^{\infty} \lambda_1[B(t)^T(I - J)B(t)] < \infty, \quad \lim_{t \to \infty} \frac{\lambda_1[B(t)^T(I - J)B(t)]]}{1 - \lambda_1[\mathbb{E}\{A(t)^T(I - J)A(t)\}]} = 0
\]

for \( \mathbb{E}\{|m(t)|^2\} < \infty \) which is the case for the consensus algorithms with noisy channels considered in the literature [28]–[30].

In the following, we show how the above theorem (specifically (47) and (50)) reduces to the results presented recently in the noisy consensus literature. Hatano et. al. consider (also subsequently addressed in [29] and in [30]) the following non-random, synchronous model (rearranged for convenience) applied to agreement in independent zero-mean fixed variance \( \sigma^2 \) Gaussian corrupted links [28]:

\[
x(t + 1) = [I - \gamma(t)L]x(k) + \gamma(t)m(t), \quad \gamma(t) > 0 \in \mathbb{R}
\]

where \( m_i(t) = \sum_{j=1}^{N} K_{ji}n_{ji}(t) \) (noise accumulated at the \( i \)-th node after receiving all corrupted neighboring values), and \( L \) and \( K \) denote the Laplacian and adjacency matrices of a graph. This is indeed the model generated within the stochastic approximation theory dating back to 1970s [32], [36]–[38]. Notably, the generic model also subsumes this special case, with equivalence realized by taking a non-random synchronous \( A(t) = (I - \gamma(t)L) \) and non-random synchronous diagonal matrix \( B(t) = \gamma(t)I \), where \( \gamma(t) \in \mathbb{R} \) and entries \( B_{ii}(t) = \gamma(t) \) for all \( i \) and \( t \).

The set of conditions in (5) are clearly satisfied due to assumptions on the noise and the fact that \( L1 = 0 \), indicating that \( A(t)1 = 1 \) for all \( t \geq 0 \). Moreover, this model greatly simplifies the convergence conditions through the elimination of expectations and the substitution of expressions for \( A(t) \):

\[
\lambda_1[A(t)^T(I - J)A(t)] = \lambda_1[A^2(t) - J] = \lambda_2[A^2(t)] = \max\{\lambda_2^2[A(t)], \lambda_N^2[A(t)]\}
\]

where \( \lambda_2[\cdot] \) denotes the second largest eigenvalue of its argument and we utilized the fact that \( L \) is symmetric and \( 1^TL = L1 = 0 \).

Recalling that \( A(t) = (I - \gamma(k)L) \) gives

\[
\max\{\lambda_2^2(A(t)), \lambda_N^2[A(t)]\} = (\max\{\lambda_2[A(t)], |\lambda_N[A(t)]|\})^2
\]
where we utilized the fact that \( \lambda_k[A(t)] = 1 - \gamma(k)\lambda_{N-k+1}[L] \) \(^2\) and denote \( \lambda_F[L] \) as the Fiedler eigenvalue of the Laplacian. Note that \((1 - \gamma(k)\lambda_F[L]) \geq (1 - \gamma(k)\lambda_1[L]) \) since \( \lambda_F[L] \leq \lambda_1[L] \) and \( \gamma(t) > 0 \). Thus,

\[
0 \leq \lambda_1[A(t)^T(I - J)A(t)] \leq 1 \Rightarrow \max\{1 - \gamma(t)\lambda_F[L], |1 - \gamma(t)\lambda_1[L]|\} \leq 1, \forall t.
\]  

(55)

Note that if \(|1 - \gamma(t)\lambda_i[L]| \leq 1\) for all \(i\), then, \(\max\{1 - \gamma(t)\lambda_F[L], |1 - \gamma(t)\lambda_1[L]|\} \leq 1\). Now, observe the following set of inequalities

\[
|1 - \gamma(t)\lambda_i[L]| < 1 \Rightarrow -1 \leq 1 - \gamma(t)\lambda_i[L] \leq 1 \Rightarrow 0 \leq \gamma(t) \leq \frac{2}{\lambda_i[L]}.
\]  

(56)

Since \(2/\lambda_1[L] \leq 2/\lambda_i[L]\) for all \(i\), we observe that

\[
0 \leq \gamma(t) \leq \frac{2}{\lambda_1[L]} \Rightarrow \max\{1 - \gamma(t)\lambda_F[L], |1 - \gamma(t)\lambda_1[L]|\} \leq 1
\]  

(57)

Moreover

\[
\lambda_1[B(t)^T(I - J)B(t)] = \lambda_1[\gamma^2(t)(I - J)] = \gamma^2(t)
\]  

(58)

and \(\mathbb{E}\{||m(t)||^2\} \leq \sigma^2 \max\{L_{ii}\} < \infty\). Thus, the remaining conditions of Theorem 1 reduce to:

\[
0 \leq (\max\{1 - \gamma(t)\lambda_F[L], |1 - \gamma(t)\lambda_1[L]|\})^2 \leq 1, \forall t \Leftarrow \gamma(t) \leq \frac{2}{\lambda_1[L]}
\]  

(59)

\[
\sum_{t=0}^{\infty} 1 - (\max\{1 - \gamma(t)\lambda_F[L], |1 - \gamma(t)\lambda_1[L]|\})^2 = \infty \Rightarrow \sum_{t=0}^{\infty} \gamma(t) = \infty
\]  

(60)

where the RHS of the above comes from expanding the selective max operation, and

\[
\sum_{t=0}^{\infty} \gamma^2(t) < \infty, \quad \lim_{t \to \infty} \frac{\gamma^2(t)}{1 - (\max\{1 - \gamma(t)\lambda_F[L], |1 - \gamma(t)\lambda_1[L]|\})^2} = 0 \Rightarrow \lim_{t \to \infty} \gamma(t) = 0.
\]  

(61)

It should be noted that the \(\gamma(t)\) interval in (59) is a sufficient condition and that employing more sophisticated techniques to express the maximum eigenvalues of interest in (57) leads to a larger bound.

Although the researchers considering the limited model in (51) do not provide convergence rate and MSE results, they do, however, give conditions on the adaptive parameter \(\gamma(t)\) guaranteeing convergence to a consensus (addressing the problem from a control theory perspective and finding conditions under which the disagreement vector goes to zero in the limit) \([28], [29]\):

\[
0 < \gamma(t) < \frac{2}{\lambda_1[L]}, \forall t, \quad \lim_{t \to \infty} \gamma(t) = 0, \quad \sum_{t=0}^{\infty} \gamma(t) = \infty, \quad \sum_{t=0}^{\infty} \gamma^2(t) < \infty.
\]  

(62)
It is clear that the first condition (above) provided in [28] is more restrictive than that drive here utilizing utilizing the more general result, (60). The remaining conditions are the same.

B. Convergence Rate

In the following we generalize the concept of $\epsilon$–converging time, originally defined for standard sum preserving gossip–based averaging algorithms, to include non sum-preserving, e.g., $A(t)$ stochastic but not doubly stochastic for all $t \geq 0$, and perturbed gossip algorithms.

Of note is that the general $\epsilon$–converging time defined below is valid for sum-preserving and non sum-preserving, perturbed gossip algorithms, while the prior definition in the literature held only for sum-preserving algorithms.

**Definition 1** Given $\epsilon > 0$, the $\epsilon$–converging time is:

$$T(\epsilon) = \inf \{ t \geq 0 : \Pr \{ \| x(t) - Jx(t) \|_2 \geq \epsilon \} \leq \epsilon \}$$

where $\| \cdot \|_2$ denotes the $l_2$ norm of its argument.

In essence, $\epsilon$-convergence time, $T(\epsilon)$, is the earliest time at which the state vector $x(t)$ is $\epsilon$ close to consensus with probability greater than $1 - \epsilon$. Small $\epsilon$ values give high probability bounds on the convergence time of the general consensus algorithms.

The following theorem gives the $\epsilon$–convergence time of any model of the form $x(t+1) = A(t)x(t) + B(t)m(t)$ considered in this paper.

**Theorem 2** $\epsilon$-converging time of any algorithm of the form $x(t+1) = A(t)x(t) + B(t)m(t)$ is given by

$$T(\epsilon) \leq \inf \left\{ t : V(0) \prod_{k=0}^{t-1} \rho_A(k) + \sum_{j=1}^{t-1} \prod_{k=j}^{t-1} \rho_A(k) \rho_B(j-1) \mathbb{E} \{ M(j-1) \} + \rho_B(t-1) \mathbb{E} \{ M(t-1) \} \leq \epsilon^3 \right\}$$

for any $\epsilon > 0$, where $\rho_A(t) \triangleq \lambda_1[\mathbb{E}\{A(t)^T(I-J)A(t)\}]$, $\rho_B(t) \triangleq \lambda_1[\mathbb{E}\{B(t)^T(I-J)B(t)\}]$, $M(t) \triangleq ||m(t)||_2^2$ $t \geq 0$, and $V(t) = ||v(t)||_2^2$ with $v(t) = x(t) - Jx(t)$.

**Proof:** Given the definition of the $\epsilon$ converging time, we have that

$$\Pr \{ \| x(t) - Jx(t) \|_2 \geq \epsilon \} = \Pr \{ \| x(t) - Jx(t) \|_2^2 \geq \epsilon^2 \}$$

$$= \Pr \{ V(t) \geq \epsilon^2 \} \leq \frac{\mathbb{E}\{V(t)\}}{\epsilon^2}$$
where the second line follows from the definition of $V(t)$ and last line follows from the Markov inequality. Hence we need to characterize $\mathbb{E}\{V(t)\}$ in terms of initial conditions which is considered in the following.

Note that from the proof of Theorem 1, we have that

\[
\mathbb{E}\{V(t+1)|V(s) : s \leq t\} \leq \rho_A(t)V(t)+\rho_B(t)\mathbb{E}\{M(t)\} \Rightarrow \mathbb{E}\{V(t+1)|V(t)\} \leq \rho_A(t)V(t)+\rho_B(t)\mathbb{E}\{M(t)\}
\]  

(68)

since the RHS of the first equation only depends on $V(t)$. Repeatedly conditioning and using the norm recursion given above yields:

\[
\mathbb{E}\{V(t)\} \leq V(0)\prod_{k=0}^{t-1} \rho_A(k) + \left[\sum_{j=1}^{t-1} \prod_{k=j}^{t-1} \rho_A(k)\rho_B(j-1)\mathbb{E}\{M(j-1)\} + \rho_B(t-1)\mathbb{E}\{M(t-1)\}\right].
\]

(69)

Substituting this into (67) gives

\[
\Pr\{\|x(t) - Jx(t)\|_2 \geq \epsilon\} \
\leq \epsilon^{-2} \left(V(0)\prod_{k=0}^{t-1} \rho_A(k) + \left[\sum_{j=1}^{t-1} \prod_{k=j}^{t-1} \rho_A(k)\rho_B(j-1)\mathbb{E}\{M(j-1)\} + \rho_B(t-1)\mathbb{E}\{M(t-1)\}\right]\right).
\]

(70)

Since we desire the RHS of the above to be less then $\epsilon$, the stated results is obtained.

The theorem reveals that the convergence rate to consensus of any algorithm of the form considered in this work, i.e., $x(t+1) = A(t)x(t) + B(t)m(t)$, is dependent on the contraction abilities of the update and control matrices, $A(t)$ and $B(t)$, i.e., $\rho_A(t)$ and $\rho_B(t)$, and the norm of the perturbation along iterations, i.e., divergence characteristics of the perturbations.

Similarly to the consensus case, the above theorem greatly simplifies if one only considers stationary update and control matrices.

**Corollary 5** $\epsilon$-converging time of any algorithm of the form $x(t+1) = A(t)x(t) + B(t)m(t)$ is given by

\[
T(\epsilon) \leq \inf \left\{ t : V(0)\rho_A^t + \rho_B \sum_{j=1}^{t} \rho_A^{t-j}\mathbb{E}\{M(j-1)\} \leq \epsilon^3 \right\}
\]

(71)

for any $\epsilon > 0$, where $\rho_A \triangleq \lambda_1[\mathbb{E}\{A^T(I-J)A\}]$, $\rho_B \triangleq \lambda_1[\mathbb{E}\{B^T(I-J)B\}]$, $M(t) \triangleq ||m(t)||^2$, for all $t \geq 0$, and $V(t) = ||v(t)||^2_2$ with $v(t) = x(t) - Jx(t)$.

The above corollary, as in the convergence to consensus case, reduces to previous sum-preserving and non-sum-preserving gossiping results reported in the literature [13], [21]. This is seen by taking $\rho_B(t) = 0$ or $\mathbb{E}\{M(t)\} = 0$ for all $t \geq 0$, i.e., no perturbation, no control matrix $B(t)$, and stationary statistics. Moreover, Corollary 5 directly applies to all the quantized consensus algorithms considered in the literature, where the vast majority of work utilizes synchronous and non-random update matrices $A(t) = A$ and $B(t) = A$ for all $t \geq 0$. 
Of note is that $T(\epsilon)$ might not be achievable for all $\epsilon$ if $\mathbb{E}\{M(t)\}$ does not form a series converging to zero. We omit this case for the above theorem and corollary since $\epsilon$-converging results are strictly for converging algorithms.

### III. Consensus Revealed: Convergence in Expectation

Although perturbation influenced consensus algorithm do not achieve consensus on the initial node measurements average, they do, as the following result indicates, achieve it in expectation (under mild conditions on the update matrices).

**Theorem 3** Let $\{A(t), B(t)\} \in \mathbb{R}^{N \times N}$ be (possibly) stochastic and non-stationary matrices and $\{x(t), m(t)\} \in \mathbb{R}^{N \times 1}$ be state and perturbation vectors, respectively. Consider any consensus algorithm of the form

$$x(t + 1) = A(t)x(t) + B(t)m(t)$$

where the perturbation is zero-mean and the update matrix $A(t)$ is independent of the state vector $x(t)$ for all $t \geq 0$, and the control matrix $B(t)$ is independent of the perturbation $m(t)$ for all $t \geq 0$. Then,

$$\lim_{t \to \infty} \mathbb{E}\{x(t)\} = Jx(0)$$

if $\mathbb{E}\{A(t)\}1 = 1$, $1^T\mathbb{E}\{A(t)\} = 1^T$, and,

$$0 \leq \phi(\mathbb{E}\{A(t)\}^T\mathbb{E}\{A(t)\} - J) \leq 1, \forall t \geq 0, \quad \sum_{t=0}^{\infty} 1 - \phi(\mathbb{E}\{A(t)\}^T\mathbb{E}\{A(t)\} - J) = \infty$$

where $\phi$ denotes the spectral radius of its argument.

**Proof:** Since $x(t + 1) = A(t)x(t) + B(t)m(t)$ and we assume zero-mean perturbation vectors and update matrix independence from the current state vector,

$$\mathbb{E}\{x(t + 1)\} = \mathbb{E}\{A(t)\}\mathbb{E}\{x(t)\} \Rightarrow \mathbb{E}\{x(t)\} = \prod_{k=0}^{t-1} \mathbb{E}\{A(k)\}x(0).$$

Moreover, if we have $\mathbb{E}\{A(t)\}1 = 1$, $1^T\mathbb{E}\{A(t)\} = 1^T$, and

$$0 \leq \phi(\mathbb{E}\{A(t)\}^T\mathbb{E}\{A(t)\} - J) \leq 1, \forall t \geq 0, \quad \sum_{t=0}^{\infty} 1 - \phi(\mathbb{E}\{A(t)\}^T\mathbb{E}\{A(t)\} - J) = \infty$$

since,

$$||\mathbb{E}\{x(t + 1)\} - Jx(0)||_2^2 \leq \phi(\mathbb{E}\{A(t)\}^T\mathbb{E}\{A(t)\} - J)||\mathbb{E}\{x(t) - Jx(0)\}||_2^2.$$
The stationary update and control matrices case is considered next. The proof of the results are omitted for brevity, as they follow similarly to the convergence to consensus case.

**Corollary 6** Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be (possibly) stochastic stationary matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. Consider any consensus algorithm of the form

\[
x(t + 1) = A(t)x(t) + B(t)m(t)
\]

where the perturbation is zero-mean and the update matrix \( A(t) \) is independent of the state vector \( x(t) \) for all \( t \geq 0 \), and the control matrix \( B(t) \) is independent of the perturbation \( m(t) \) for all \( t \geq 0 \). Then,

\[
\lim_{t \to \infty} \mathbb{E}\{x(t)\} = Jx(0)
\]

if \( \mathbb{E}\{A\}1 = 1, \ 1^T\mathbb{E}\{A\} = 1^T, \) and \( \phi(\mathbb{E}\{A\}^T\mathbb{E}\{A\} - J) < 1. \)

This corollary reduces, if it is taken that \( \mathbb{E}\{A\}^T = \mathbb{E}\{A\} \) and \( (\mathbb{E}\{A\})^2 = \mathbb{E}\{A\} \) (as is done in [13], [16], [21], [27]), to the conditions required for consensus in expectation in sum-preserving, non-sum-preserving, quantized and noisy gossip algorithms [13], [16], [21], [27].

**IV. Mean Square Error Analysis**

Note that consensus algorithms susceptible to perturbation are not able to converge to average in strict sense. It is thus natural to investigate the mean-square-error performance of such algorithms. The following theorem gives an asymptotic MSE bound for the general consensus algorithm.

**Theorem 4** Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be (possibly) stochastic and non-stationary matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. Consider any consensus algorithm of the form

\[
x(t + 1) = A(t)x(t) + B(t)m(t).
\]

Now suppose that

\[
A(t)1 = 1, \ \mathbb{E}\{m(t)\} = 0, \ \mathbb{E}\{m(t)x(t), A(t), B(t)\} = \mathbb{E}\{m(t)\}, \ \forall t
\]

and

\[
0 \leq \lambda_2(\mathbb{E}\{A(t)^T A(t)\}) \leq 1, \ \forall t, \ \sum_{t=0}^{\infty} 1 - \lambda_2(\mathbb{E}\{A(t)^T A(t)\}) = \infty
\]
Lemma 3

Let \( \mu_A(t) = \mathbb{E}\{A(t)^T A(t)\} \), \( \forall t \) and \( C_i \) for \( i \in \{1, 2\} \) denote finite constants. Then, the limiting MSE is asymptotically bounded by

\[
\lim_{t \to \infty} \mathbb{E}\{S(t)\} \leq S(0) \left[ 1 - C_1 + \frac{C_2}{S(0)} \right].
\]  

Before proving the above theorem, we present a lemma giving a recursion the MSE follows. Of note is that this recursion is valid for all algorithm types considered in this work.

Lemma 3 Let \( \delta(t) \triangleq x(t) - Jx(0) \) and \( S(t) = ||\delta(t)||_2^2 \). Then

\[
\mathbb{E}\{S(t+1)\} \leq \mathbb{E}\{S(t)\} - (1 - \lambda_2(\mathbb{E}\{A(t)^T A(t)\}))\mathbb{E}\{V(t)\} + \lambda_1(\mathbb{E}\{B(t)^T B(t)\})\mathbb{E}\{M(t)\}. 
\]  

where, as before, \( M(t) = ||m(t)||_2^2 \) and \( V(t) = ||v(t)||_2^2 \) with \( v(t) = x(t) - Jx(t) \).

**Proof:** It is easy to check that

\[
\delta(t+1) = A(t)\delta(t) + B(t)m(t). 
\]  

Of note is that this recursion is slight different than that for the state deviation vector. Thus taking the norm of the above, expanding the terms, and taking the statistical expectation yields:

\[
S(t+1) = ||A(t)\delta(t)||_2^2 + ||B(t)m(t)||_2^2 + 2\delta(t)^T A(t)^T B(t)m(t) 
\]

\[
\Rightarrow \mathbb{E}\{S(t+1)|\delta(t)\} = \delta(t)^T \mathbb{E}\{A(t)^T A(t)\}\delta(t) + \mathbb{E}\{m(t)^T B(t)^T B(t)m(t)\} 
\]  

where the second line follows from the fact that the perturbation is zero-mean for all \( t \geq 0 \). Focus now on the first term on the RHS of the above. Note that \( A(t)1 = 1 \) for all \( t \geq 0 \). Thus, unity is an eigenvalue of \( \mathbb{E}\{A(t)^T A(t)\} \) for all \( t \geq 0 \). Moreover, from the Peron-Frobenius theorem, the multiplicity is one. Thus, we have

\[
\delta(t)^T \mathbb{E}\{A(t)^T A(t)\}\delta(t) 
\]

\[
= \sum_{i=1}^{N} \lambda_i(\mathbb{E}\{A(t)^T A(t)\})|y_i(t)|^2 
\]

\[
= |y_i(t)|^2 + \sum_{i=2}^{N} \lambda_i(\mathbb{E}\{A(t)^T A(t)\})|y_i(t)|^2 
\]
$$=(b) \ |y_1(t)|^2 + \lambda_2(\mathbb{E}\{A(t)^TA(t)\})|y_1|^2 - \lambda_2(\mathbb{E}\{A(t)^TA(t)\})|y_1(t)|^2 + \sum_{i=2}^{N} \lambda_i(\mathbb{E}\{A(t)^TA(t)\})|y_i|^2$$

$$\leq (1 - \lambda_2(\mathbb{E}\{A(t)^TA(t)\}))|y_1(t)|^2 + \lambda_2(\mathbb{E}\{A(t)^TA(t)\})\sum_{i=1}^{N} |y_i(t)|^2$$

$$= (c) (1 - \lambda_2(\mathbb{E}\{A(t)^TA(t)\}))||J\delta(t)||_2^2 + \lambda_2(\mathbb{E}\{A(t)^TA(t)\})||\delta(t)||_2^2$$

where (a) follows from the unitary eigendecomposition of $\mathbb{E}\{A(t)^TA(t)\} = U(t) \Lambda(t) U(t)^T$ and (b) follows from adding and subtracting $\lambda_2(\mathbb{E}\{A(t)^TA(t)\})|y_1|^2$ and (c) is due to the fact that $y_1(t) = u_1(t) \delta(t) \Rightarrow |y_1(t)|^2 = \delta(t)^T J \delta(t) = ||J \delta(t)||_2^2$ (with $u_1(t) = N^{-1/2} \mathbf{1}^T$) and $\sum_{i=1}^{N} |y_i(t)|^2 = y(t)^T y(t) = \delta(t)^T U(t) U(t)^T \delta(t) = ||\delta(t)||_2^2$ (due to unitary decomposition). Finally, utilizing Rayleigh-Ritz theorem on the second term of the RHS of (89) (similarly to its application in (18)) gives

$$\mathbb{E}\{||\delta(t+1)||_2^2 |\delta(t)||_2^2 \} \leq (1 - \lambda_2(\mathbb{E}\{A(t)^TA(t)\}))||J \delta(t)||_2^2 + \lambda_2(\mathbb{E}\{A(t)^TA(t)\})||\delta(t)||_2^2 + \lambda_1(B(t)^T B(t)) \mathbb{E}\{M(t)\}.$$ 

(95)

Now, to simplify the notational burden, let $\rho'_A(t) = \lambda_2(\mathbb{E}\{A(t)^TA(t)\})$ and $\rho'_B(t) = \lambda_1(B(t)^T B(t))$. Moreover, using algebraic manipulations, it is easy to see that

$$\mathbb{E}\{||J \delta(t)||_2^2\} = \mathbb{E}\{||\delta(t)||_2^2\} - \mathbb{E}\{||\nu(t)||_2^2\} = \mathbb{E}\{S(t)\} - \mathbb{E}\{V(t)\}.$$ 

(96)

Substituting this into the recursion gives

$$\mathbb{E}\{S(t+1)\} = \mathbb{E}\{S(t)\} - (1 - \rho'_A(t)) \mathbb{E}\{V(t)\} + \rho'_B(t) \mathbb{E}\{M(t)\}.$$ 

(97)

Now, replacing the parameters with their equivalent expressions give the desired result.

The above Lemma reveals the mechanics of the MSE through iterations of the generic consensus algorithm and shows how each parameter affects these mechanics. Notably, the MSE shrinks proportionally to the contracting capabilities of the update and control matrices, $\lambda_2(\mathbb{E}\{A(t)^TA(t)\})$ and $\lambda_1(B(t)^T B(t))$, as well as decrease in the total variation $\mathbb{E}\{V(t)\}$. Conversely, the MSE expands proportionally to the perturbation vector norm $\mathbb{E}\{M(t)\}$.

As expected, if one takes $A(t)$ stationary, $1^T A(t) = 1^T$, and $B(t) = 0$, or $m(t) = 0$, for all $t$, then the recursion reduces to $\mathbb{E}\{S(t+1)\} = \lambda_2(\mathbb{E}\{A(t)^TA(t)\}) \mathbb{E}\{S(t)\}$, i.e., the MSE recursion for all sum preserving gossip algorithms [13], [18]. If one only takes $A(t)$ stationary and $B(t) = 0$, or $m(t) = 0$, for all $t$, then the recursion reduces to $\mathbb{E}\{S(t+1)\} = \mathbb{E}\{S(t)\} - (1 - \lambda_2(\mathbb{E}\{A(t)^TA(t)\})) \mathbb{E}\{V(t)\}$, i.e., the MSE recursion for any non-sum-preserving gossip algorithms [21]. Finally, if one takes $A(t)$ stationary, $1^T A(t) = 1^T$, and $B(t) = A(t)$ for all $t$, then $\mathbb{E}\{S(t+1)\} = \mathbb{E}\{S(t)\} - (1 - \lambda_2(\mathbb{E}\{A(t)^TA(t)\})) \mathbb{E}\{V(t)\} + \lambda_1(A(t)^T A(t)) \mathbb{E}\{M(t)\}$, i.e., a MSE recursion for any quantized gossip algorithms [16], [25].
We now begin the proof of Theorem 4.

Proof: To achieve the desired result we must lower bound \( \mathbb{E}\{V(t)\} \). Let \( \mu_A(t) \triangleq \mathbb{E}\{A(t)\} \) and note that

\[
\mathbb{E}\{|v(t)|^2\} \geq \|\mathbb{E}\{x(t) - Jx(t)\}\|^2_2 \\
= \|\left( \prod_{k=0}^{t-1} \mu_A(t - 1 - k) - J \right) x(0)\|^2_2 \\
= \|\left( \prod_{k=0}^{t-1} \mu_A(t - 1 - k) - J \right) v(0)\|^2_2
\]

(98)

(99)

(100)

where the second line follows from Theorem 3 and the last line from the fact that \( A(t)1 = 1 \) for all \( t \geq 0 \) with probability one. Recall that \( 1^T \mu_A(t) = 1^T \) for all \( t \geq 0 \). (This assumption is not crucial for the proof. It does, however, greatly simplifies the notation burden.) Moreover, let \( \mu_A^I(t - 1) \triangleq \prod_{k=0}^{t-1} \mu_A(t - 1 - k) \) and \( \mu_A^I(t - 1) \triangleq \mu_A^I(t - 1)^T \mu_A^I(t - 1) \). Then

\[
\mathbb{E}\{|v(t)|^2\} \geq v(0)^T (\mu_A^I(t - 1) - J)^T (\mu_A^I(t - 1) - J) v(0) \\
= v(0)^T (\mu_A^I(t - 1) - J) v(0) \\
= \sum_{i=1}^{N} \lambda_i (\mu_A^I(t - 1) - J) |z_i(t)|^2 \\
= \sum_{i=1}^{N-1} \lambda_i (\mu_A^I(t - 1)) |z_i(t)|^2 \\
= \sum_{i=1}^{N} \lambda_i (\mu_A^I(t - 1)) |z_i(t)|^2 - \lambda_{N-1} (\mu_A^I(t - 1)) |z_N(t)|^2 \\
\geq \lambda_{N-1} (\mu_A^I(t - 1)) \sum_{i=1}^{N} |z_i(t)|^2 - \lambda_{N-1} (\mu_A^I(t - 1)) |z_N(t)|^2 \\
\geq \lambda_{N-1} (\mu_A^I(t - 1)) S(0)
\]

(101)

(102)

(103)

(104)

(105)

(106)

(107)

where the fourth line follows from the fact that \( \lambda_N (\mu_A^I(t - 1)) = 0 \) and the last line follows for large \( N \) since the summation has \( N \) terms and the fact that \( z(t)^T z(t) = v(0)^T U(t) U(t)^T v(0) = v(0)^T v(0) = ||v(0)||^2_2 = V(0) \) where we used the properties of the unitary decomposition. Also of note is that \( V(0) = S(0) \). Substituting this information back into MSE recursion yields

\[
\mathbb{E}\{S(t+1)\} \preceq \mathbb{E}\{S(t)\} - (1 - \rho_A'(t)) \gamma_A'(t) S(0) + \rho_B'(t) \mathbb{E}\{M(t)\}
\]

(108)

where \( \gamma_A'(t) \triangleq \lambda_{N-1}(\mu_A^I(t - 1)) \). Repeatedly using the above recursion gives:

\[
\mathbb{E}\{S(t)\} \preceq S(0) \left[ 1 - \sum_{k=0}^{t-1} (1 - \rho_A'(t)) \gamma_A'(t) + S(0)^{-1} \sum_{k=0}^{t-1} \rho_B'(t) \mathbb{E}\{M(t)\} \right].
\]

(109)
Now, recall that by the definitions of the theorem
\[
\sum_{t=0}^{\infty} (1 - \rho_A'(t))\gamma_A'(t) \geq C(\{A(t)\}_{t \geq 0})
\] (110)
and
\[
\sum_{t=0}^{\infty} \rho_B'(t)\mathbb{E}\{M(t)\} \leq C(\{B(t), M(t)\}_{t \geq 0}).
\] (111)
Taking the limit of MSE and noting that each limit exists, we obtain
\[
\lim_{t \to \infty} \mathbb{E}\{S(t)\} \preceq S(0) \left[ 1 - C(\{A(t)\}_{t \geq 0}) + \frac{C(\{B(t), M(t)\}_{t \geq 0})}{S(0)} \right]
\] (112)
concluding the proof.

In the following, we consider the stationary version of the above theorem:

**Corollary 7** Let \( \{A(t), B(t)\} \in \mathbb{R}^{N \times N} \) be (possibly) stochastic and stationary matrices and \( \{x(t), m(t)\} \in \mathbb{R}^{N \times 1} \) be state and perturbation vectors, respectively. Consider any consensus algorithm of the form
\[
x(t + 1) = A(t)x(t) + B(t)m(t).
\] (113)
Now suppose that
\[
A(t)1 = 1, \mathbb{E}\{m(t)\} = 0, \mathbb{E}\{m(t)|x(t), A(t), B(t)\} = \mathbb{E}\{m(t)\}, \forall t
\] (114)
and
\[
0 \leq \lambda_2(\mathbb{E}\{A^T A\}) < 1
\] (115)
with
\[
\infty > \frac{1 - \lambda_2(\mathbb{E}\{A^T A\})}{1 - \lambda_{N-1}^2(\mathbb{E}\{A\} - J)} \geq C_1, \infty < \lambda_1(\mathbb{E}\{B^T B\}) \sum_{t=0}^{\infty} \mathbb{E}\{M(t)\} \leq C_2
\] (116)
where \( \mu_A = \mathbb{E}\{A(t)\}, \forall t \) and \( C_i \) for \( i \in \{1, 2\} \) denote finite constants. Then, the limiting MSE is asymptotically bounded by
\[
\lim_{t \to \infty} \mathbb{E}\{S(t)\} \preceq S(0) \left[ 1 - C_1 + \frac{C_2}{S(0)} \right].
\] (117)

The above corollary, for instance, directly applies to the synchronous and stationary quantized consensus algorithms adopted in [15], [16], [25]. Moreover, it is easy to see that the MSE of any non-sum-preserving algorithm for (possibly) stochastic and non-stationary is:
\[
\lim_{t \to \infty} \mathbb{E}\{S(t)\} \preceq S(0) [1 - C_1].
\] (118)
with appropriate $C_1$ value.

V. CONCLUDING REMARKS

We consider general state update systems susceptible to perturbations approached from a consensus perspective. We derive conditions on the system parameters such as non-stationary, random update and control matrices, random perturbation vector, guaranteeing to achieve consensus. Given that these conditions are satisfied, we provide convergence rate to consensus expressions that depends on the system properties. Moreover, we provide conditions on the system parameters guaranteeing convergence in the mean. Finally, we derive an asymptotical upper bound on the mean square performance of these general update systems achieving consensus.
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