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Half-Sine and Triangular Despreading Chip Waveforms for Coherent Delay-Locked Tracking in DS/SS Systems

Subramaniam Thayaparan, Tung-Sang Ng, Senior Member, IEEE, and Jiangzhou Wang, Senior Member, IEEE

Abstract—The performance of a coherent delay-locked tracking scheme for direct-sequence/spread-spectrum systems using half-sine or triangular chip waveforms for early and late despreading sequences is analyzed. The effect of band-limiting on the received signals is considered. Mean time to lose lock (MTLL) and root mean square (rms) tracking error of the delay-locked loop (DLL) are compared with that of a conventional DLL which uses rectangular chip despreading waveforms. Linear and nonlinear (based on the renewal process approach) analyses are employed to evaluate the performance of the DLL. Results show that the use of either the half-sine or triangular chip waveform reduces the rms tracking error and increases the MTLL considerably when the early–late spacing is approximately between 0.7–1.3 chip times. The results apply in particular to the commonly used DLL using one chip early–late spacing. Computer simulation for band-limited signals confirms the analytical results. The use of these despreading chip waveforms also reduces tracking offset in multipath environments.

Index Terms—Chip waveforms, delay-locked loop, direct-sequence spread spectrum, PN code tracking, synchronization.

I. INTRODUCTION

COMMERCIAL applications of direct-sequence/spread-spectrum (DS/SS) systems have increased substantially in recent years, especially in mobile communications and positioning systems. Such systems require that the received and locally generated spreading waveforms be synchronized. The delay-locked loop technique is widely used for tracking purposes. To ensure low bit-error rates (BER’s) during normal operation, small tracking error in the delay-locked loop (DLL) should be maintained. Even though mean time to lose lock (MTLL) is much larger than the average connection time under normal circumstances, sporadic signal fading during transmission may cause sudden reduction in the received signal-to-noise ratio (SNR) and the tracking loop to lose lock. The MTLL is therefore an important parameter used to measure system performance. To ensure good system performance, the tracking error and MTLL should be kept as small and large, respectively, as possible [1]–[3]. Multipath signals introduce a tracking offset in the DLL and an additional SNR may be required to achieve the desired BER. Therefore, the tracking offset of the DLL should also be kept as small as possible [4]–[6].

The performance of the DLL has been analyzed in many papers. Substantial work has been done in the past to enhance the performance by modifying the DLL structure, for example, [7]–[10]. However most of these modifications focus on the structure of the DLL, which changes the S-curve, for example, [9]. The S-curve of the DLL is highly dependent on the locally generated chip waveform since it is obtained as the difference of the early and late correlation functions. These papers analyze DLL performance by considering the normalized (chip time) cross correlation function $R(\tau)$ of the incoming and locally generated spreading codes as a triangular function, where $R(\tau) = 1 - |\tau|$ for $|\tau| \leq 1$ and $R(\tau) = 0$, otherwise. In practice, this happens only if the received and locally generated chip waveforms are rectangular in shape.

The employment of nonrectangular spreading chip waveforms for DS/CDMA transmitted signals has been discussed in [11] and [12]. Recently, weighted despreading chip waveforms, while the spreading chip waveform is the conventional rectangular, have been proposed [13]–[16] for DS/CDMA systems. The purpose is to optimize the shape of the chip waveforms in the receiver to reduce the multiple-access interference (MAI) and to increase capacity. In this paper, the effect of nonrectangular despreading chip waveforms for locally generated early and late despreading codes in a coherent DLL for DS/SS systems is investigated. The transmitted signal is assumed to be conventional with a rectangular spreading chip waveform. The waveforms considered include half-sine and triangular, and are assumed to be time limited to the chip duration which causes no interchip interference. The code tracking loop considered here is a first order DLL with an arbitrary early–late spacing.

The rest of the paper is organized as follows. In Section II, the system model is described. Section III presents the performance analysis when the received signal is not band-limited (ideal) and corrupted by the additive white noise. Section IV investigates the effect of band-limiting of the received signal on the performance of the DLL. Numerical examples are given in Section V. The effect of multipath signals is considered in Section VI. Finally, discussion, and conclusions are given in Sections VII and VIII, respectively.
II. SYSTEM MODEL

In the following, a coherent DLL is considered and signals are analyzed in the baseband. The block diagram of a DLL in the baseband is given in Fig. 1. The baseband received signal \( r(t) \) in a DS/SS system can be expressed as

\[
r(t) = \sqrt{P} d(t) \alpha(t) \cos(\eta) + n(t)
\]  

(1)

where \( P \) is the received signal power, \( d(t) \) is a binary data stream, \( \alpha(t) \) is the data-synchronous PN code sequence, \( \eta \) is the phase difference between the locally generated and the incoming carrier signals, and \( n(t) \) is the additive white noise with double-sided power spectral density of \( N_0/2 \). The spreading modulation is assumed to be BPSK (binary phase-shift keying) with conventional rectangular chip spreading waveform. The early–late spacing of the DLL is denoted by \( \Delta T_c \), where the parameter \( \Delta(0 < \Delta \leq 1) \) is an arbitrary value and \( T_c \) is the chip time. Thus, the early and late despreading sequences of the DLL are separated by \( \Delta T_c \) from the despreading sequence which is used for data demodulation.

In the conventional DLL, the early and late despreading sequences are obtained as shifted versions of the locally generated \( \alpha(t) \), denoted by \( \hat{\alpha}(t) \). Conventionally, the chip waveform of \( \hat{\alpha}(t) \) is \( p(t) \) where \( p(t) = 1 \) for \( 0 \leq t < T_c \) and \( p(t) = 0 \), otherwise. Now consider i) a half sinusoidal pulse \( \hat{p}_s(t) \) and ii) a triangular pulse \( \hat{p}_t(t) \), instead of the commonly used rectangular pulse \( p(t) \). Fig. 2 shows the chip arrangements of single early and late PN pulses with an incoming PN pulse for \( \Delta = 1/2 \) when the received and the locally generated pseudonoise (PN) sequences are aligned with negligible phase error. We use the subscript \( s \) and \( t \) to denote the corresponding parameter of half-sine and triangular chip waveforms, respectively, i.e.,

\[
\hat{p}_s(t) = \begin{cases} 
\sin \left( \frac{\pi t}{T_c} \right), & 0 \leq t < T_c \\
0, & \text{otherwise}
\end{cases}
\]

(2)

and

\[
\hat{p}_t(t) = \begin{cases} 
1 - \frac{2t}{T_c} - 1, & 0 \leq t < T_c \\
0, & \text{otherwise}
\end{cases}
\]

(3)

For the triangular chip waveform case, the maximum value of \( \hat{p}_t(t) \) is fixed at the middle \( (t = T_c/2) \) of the chip waveform. Otherwise, the early and late despreading signals require two different chip waveforms, which are mirror images to each other, and the reason will be given in Section III-A. Since the chip waveforms are restricted to the duration \( T_c \), there is no interchip interference. These chip waveforms \( \hat{p}_s(t) \) and \( \hat{p}_t(t) \) are normalized by limiting their maximum value to 1. We assume that the interval of each data bit in \( d(t) \) is \( T_c \) and is equal to the period of the despreading sequence \( NT_c \), where \( N \) is the PN sequence length.

III. PERFORMANCE ANALYSIS

The effect of the data signal \( d(t) \) in the coherent code tracking loop is removed by multiplying (decision-feedback) the early and late signals with the estimated binary data stream \( \hat{d}(t) \) as shown in Fig. 1. The correlated signals at the early and late branches of the DLL are delayed by a data-bit time \( T_b \) in order to cancel the delay introduced by \( d(t) \) due to the demodulation process. A similar technique, which cancels the effect of data signal in a coherent DLL, can be found in [17]. Under perfect conditions, the average value of \( d(t)\hat{d}(t) \) denoted by \( \bar{d}(t)\hat{d}(t) \) is 1. Under practical situations, the value of \( d(t)\hat{d}(t) \) will be less than 1 due to both the estimation error in \( \hat{d}(t) \) and the effects of filtering. It is clear from (1) that the parameters \( \bar{d}(t)\hat{d}(t) \) and \( \cos(\eta) \) can be grouped with the received signal power \( P \). Note that both terms \( \bar{d}(t)\hat{d}(t) \leq 1 \) and \( \cos(\eta) \leq 1 \). Therefore, the term \( \sqrt{P} \bar{d}(t)\hat{d}(t) \) can be considered as a degradation on the received signal power \( P \). This degradation is independent of the local despreading chip waveform used in the tracking loop. Thus, the performance degradation of the coherent DLL due to \( \bar{d}(t)\hat{d}(t) \) and \( \cos(\eta) \) can be separately expressed in terms of the reduction in SNR. From this point onwards, we shall consider the resultant received signal power \( P_o \).

\[
P_o = P \left( \bar{d}(t)\hat{d}(t) \right)^2 \cos^2(\eta).
\]
A. Stochastic Differential Equation

The cross correlation function $R(\tau)$ of the incoming and the locally generated PN sequences is given by

$$R(\tau) \triangleq \frac{1}{N\tau_c} \int_0^{N\tau_c} c(t)c(t+\tau T_c) \, dt. \quad (4)$$

We assume that the PN sequence is very long so that $R(\tau)$ vanishes when $|\tau| \geq 1$. Combining (2) and (3) with (4), the respective cross correlation functions are obtained as

$$R_0(\tau) = \begin{cases} \frac{1}{\pi} \{1 + \cos(\pi \tau)\}, & |\tau| < 1 \\ 0, & \text{otherwise} \end{cases} \quad (5)$$

and

$$R_\epsilon(\tau) = \begin{cases} \frac{1}{2} - |\tau|^2, & |\tau| < 1/2 \\ (1 - |\tau|)^2, & 1/2 \leq |\tau| < 1 \\ 0, & \text{otherwise} \end{cases} \quad (6)$$

The cross correlation functions $R_0(\tau)$ and $R_\epsilon(\tau)$ are symmetric due to the symmetric chip waveforms $\hat{p}_0(t)$ and $\hat{p}_\epsilon(t)$. If the triangular chip waveform $\hat{p}_\epsilon(t)$ is not symmetric, the cross correlation function $R_\epsilon(\tau)$ will not be symmetric and it follows that the discriminator characteristic function of the DLL, generated by the shifted versions of $R_\epsilon(\tau)$ used as early and late cross correlation functions, will introduce a tracking offset. Alternatively, we can use two different chip waveforms $\hat{p}_{\epsilon}(t)$ and $\hat{p}_{-\epsilon}(t)$, which are mirror images of each other, for the early and late despreading sequences. We also observe from (5) and (6) that the slope of $R(\tau)$ is maximum for both triangular and half sine chip waveforms at $\tau = \pm 0.5$.

The delay-locked discriminator output in the absence of white noise is obtained by the difference of the early and late cross correlation functions and is given by $\sqrt{P_o}S(\epsilon)$, where $S(\epsilon)$ is the discriminator S-curve [3] and $\epsilon$ is the phase error normalized to $T_c$.

$$S(\epsilon) = R(\epsilon - \Delta) - R(\epsilon + \Delta), \quad (7)$$

Let $S'(\epsilon) = dS(\epsilon)/d\epsilon$. The slope at the origin given by $S'(0)$ plays a major role in the performance of the DLL as we shall see in Section III-B. Tracking performance is improved with increasing $S'(0)$. From (7), the slope $S'(0)$ can be expressed as $\hat{R}'(-\Delta) - \hat{R}'(+\Delta)$ where $\hat{R}'(\tau) = d\hat{R}(\tau)/d\tau$. It is now clear from (5) and (6) that the maximum values of the chip waveforms, $\hat{p}_{\epsilon}(t)$ and $\hat{p}_{-\epsilon}(t)$, in (2) and (3) at $t = T_c/2$ achieves the maximum slope $S'(0)$ for the early–late spacing $\Delta = 1/2$.

The plots of the S-curves $S(\epsilon)$ for the three chip waveforms, rectangular, half sine, and triangular, are presented in Fig. 3 for $\Delta = 1/2$. We note that the slope of $R(\tau)$ at $\tau = \pm 1/2$ is the same for all three chip waveforms, as is that of $S(\epsilon)$ at $\epsilon = 0$. We also observe that the linear regions of the S-curves for half-sine and triangular chip waveforms have substantially reduced compared to that of rectangular pulses. Therefore, a change in threshold values, where the results of linear and nonlinear analyses differs, can be expected. This also makes the use of nonlinear analysis to evaluate the DLL performances more appropriate. Referring to Fig. 1, the error signal $e(t)$ can be expressed as

$$e(t) = \sqrt{P_o}S(\epsilon) + n_T(t) \quad (8)$$

where the total noise $n_T(t)$ is given by

$$n_T(t) = \hat{d}(t)\{\hat{e}(t + \epsilon T_c - \Delta T_c) - \hat{e}(t + \epsilon T_c + \Delta T_c)\} n(t). \quad (9)$$

As shown in Fig. 1, the error signal at the output of the loop filter drives the voltage controlled oscillator (VCO), shown as PN code generator, to correct the code phase error. The operation of the VCO is described by [3]

$$\epsilon(t) = -K \int_0^t f(\zeta) \otimes e(\zeta) \, d\zeta \quad (10)$$

where $f(t)$ is the impulse response of the loop filter, $K$ is the VCO sensitivity gain, and $\otimes$ denotes convolution. Combining (8) and (10), the stochastic differential equation that describes the dynamic behavior of the tracking loop is obtained

$$\frac{de}{dt} = -K \left\{\sqrt{P_o}S(\epsilon) + n_T(t)\right\} \otimes f(t). \quad (11)$$

In deriving (11), we assumed that the channel is slowly time varying such that the Doppler spread can be neglected. A first-order code tracking loop is considered in the following analysis and therefore $f(t) = \delta(t)$ where $\delta(t)$ is a unit impulse function.

B. Linear Analysis

The root-mean-square (rms) tracking error for the DLL can be obtained by linear loop analysis and details of this analysis for conventional system can be found in [3, Ch. 4]. The results so obtained are generally considered as good approximations to the actual performance in the region of SNR which we are interested in. The high SNR assumption will result in smaller tracking error for the DLL and this enables us to approximate $S(\epsilon)$ as linear in the vicinity of $\epsilon \approx 0$. Thus, $S(\epsilon)$ is substituted
by $S'(0)\varepsilon$ for all three chip waveforms and (11) can be rewritten for small tracking errors as

$$\frac{de}{dt} = -K \left\{ \sqrt{P_o} S'(0) \varepsilon + n_T(t) \right\}. \tag{12}$$

The autocorrelation function of the white noise $n(t)$ is an impulse function, and so is the autocorrelation function of the total noise process $n_T(t)$ [3]. Note that the noise process $n_T(t)$ is white but not Gaussian, as shown by

$$R_{n_T}(\tau) = E\{n_T(t)n_T(t+\tau T_c)\} = \{R_c(0) - R_c(2\Delta)\} N_0 \delta(\tau) \tag{13}$$

where $R_c(\tau)$ is the normalized autocorrelation function of locally generated PN code $\delta(t)$. In deriving (13), the expectation $E\{\delta^2(t)\} = 1$ is used. Denote the power spectral density of the total noise process $S_{n_T}(f)$ by $S_{n_T}(f)$. The Fourier transform of $R_{n_T}(\tau)$ gives $S_{n_T}(f)$, which is flat with a spectral level of $\{R_c(0) - R_c(2\Delta)\} N_0$. The closed-loop transfer function of the first-order DLL is

$$H(s) = \frac{\sqrt{P_o} S'(0) K}{s + \sqrt{P_o} S'(0) K^2}. \tag{14}$$

The closed-loop transfer function and the closed-loop bandwidth depend on the early–late spacing for all three chip waveforms due to the change in $S'(0)$. The closed-loop bandwidth of the DLL is given by

$$W_L = \int_0^\infty \left| H(j2\pi f) \right|^2 df = \frac{\sqrt{P_o} S'(0) K^2}{4}. \tag{15}$$

Thus, the root mean square (rms) tracking error of the DLL, $\sigma$, can be obtained using linear loop analysis for ideal received signals as

$$\sigma = \sqrt{\frac{2\{R_c(0) - R_c(2\Delta)\} \gamma_d S'(0)^2}{\gamma_d}}. \tag{16}$$

where $\gamma_d = P_o/N_0 W_L$ is the effective loop SNR. We note that the linear analysis is valid only under normal operating conditions where the received SNR is high enough. Under these circumstances the MTLL is not of much interest since it is much longer than the transmission time.

### C. Nonlinear Analysis

Nonlinear analysis is found useful when the system operates at threshold or below. In these situations, the MTLL is of primary consideration. The MTLL is defined by the time taken for the timing error $\varepsilon$ to reach one of its boundaries either $\varepsilon = \varepsilon_{max}$ or $\varepsilon = \varepsilon_{min}$ from the stable equilibrium point $\varepsilon = 0$. Therefore, the range of the $S$-curve becomes $\varepsilon_{max}$ to $\varepsilon_{min}$. The average behavior of the system is characterized by the stationary probability density function (pdf) $p(\varepsilon)$ of the phase error $\varepsilon$. We follow the analysis given in [18] and [19] in which an aperiodic $S$-curve of the DLL determines $p(\varepsilon)$. Under practical situations where the bandwidth of the noise process $n_T(t)$ is much greater than the closed-loop bandwidth $W_L$, the function $G(\varepsilon)$ satisfies the following Fokker–Plank equation [18]–[20]:

$$\frac{\partial}{\partial \varepsilon} \{K_1(\varepsilon) G(\varepsilon)\} - \frac{1}{2} \frac{\partial^2}{\partial \varepsilon^2} \{K_2(\varepsilon) G(\varepsilon)\} = \pi(\varepsilon) \tag{17}$$

where $\pi(\varepsilon)$ is the initial pdf of the phase error $\varepsilon$ when the acquisition unit hands over to the tracking unit, and the parameters $K_1(\varepsilon)$ and $K_2(\varepsilon)$ are defined by

$$K_1(\varepsilon) = -K\sqrt{P_o} S(\varepsilon) \tag{18}$$

$$K_2(\varepsilon) = K^2 \int_{-\infty}^{+\infty} R_{n_T}(\delta) \, d\delta = K^2 S_{n_T}(0). \tag{19}$$

In (18) and (19), $S(\varepsilon)$ and $S_{n_T}(0)$ depend on the chip waveform, and hence $K_1(\varepsilon)$ and $K_2(\varepsilon)$ depend on the choice of chip waveform. The in-lock region of the loop is denoted by $\mathcal{R} = (\varepsilon_{min}, \varepsilon_{max})$ in which the acquisition unit hands over to the tracking unit for fine synchronization. When the SNR is low, the lock detector indicates the true lock condition when sufficient code correlation is present. This happens near the zero offset position and with very low probability elsewhere. Therefore, a suitable expression for $\pi(\varepsilon)$ is a delta function [18, p. 33]. Furthermore, according to the MTLL definition, the first passage of $\varepsilon$ starts from $\varepsilon = 0$ and, therefore, the solution of the differential equation in (17) with $\pi(\varepsilon) = \delta(\varepsilon)$ can be used to evaluate both rms tracking error and MTLL. Assuming $\pi(\varepsilon) = \delta(\varepsilon)$, the following expression for $G(\varepsilon)$ is obtained [18]:

$$G(\varepsilon) = \frac{e^{-U(\varepsilon)}}{K_2(\varepsilon)} \int_0^{\varepsilon_{max}} e^{U(\zeta)} \, d\zeta, \quad 0 \leq \varepsilon \leq \varepsilon_{max} \tag{20}$$

where

$$U(\varepsilon) = -2 \int_{\varepsilon_{min}}^{\varepsilon} \frac{K_1(\zeta)}{K_2(\varepsilon)} \, d\zeta. \tag{21}$$

Note that $G(\varepsilon)$ is an even function [18], [20]. The probability density function $p(\varepsilon)$ is related to the MTLL, which is denoted by $T$, and $G(\varepsilon)$ by

$$p(\varepsilon) = \{1 - P_{LD}(\varepsilon)\} \frac{G(\varepsilon)}{T}, \quad \varepsilon_{min} \leq \varepsilon \leq \varepsilon_{max} \tag{22}$$

where $P_{LD}(\varepsilon)$ is the probability that the tracking unit declares out of lock when $\varepsilon$ is in the region of $\mathcal{R}$ and it is assumed that $P_{LD}(\varepsilon_{min}) = P_{LD}(\varepsilon_{max}) = 1$, i.e., the boundaries are absorbing. The following expressions for MTLL ($T$) and rms tracking error ($\sigma$) are derived using (20) and (22):

$$T = \int_{\varepsilon_{min}}^{\varepsilon_{max}} \left\{1 - P_{LD}(\varepsilon)\right\} \frac{G(\varepsilon)}{T} \, d\varepsilon \tag{23}$$

and

$$\sigma^2 = \int_{\varepsilon_{min}}^{\varepsilon_{max}} \varepsilon^2 p(\varepsilon) \, d\varepsilon. \tag{24}$$

By assuming a suitable function for $P_{LD}(\varepsilon)$, the solutions of (21), (20), (23), (22), and (24) are obtained in the respective order by using numerical integration.
IV. BAND-LIMITED RECEIVED SIGNAL

In practice, all received signals are band-limited. Generally, the transmission channel consists of a transmitter filter, a receiver filter, and a propagation medium. The equivalent transfer functions of these are denoted by \( H_T(f) \), \( H_R(f) \), and \( H_M(f) \), respectively. As a result, the equivalent low-pass transfer function of the transmission channel \( H_C(f) \) becomes

\[
H_C(f) = H_T(f)H_M(f)H_R(f),
\]  

(25)

Note that the transfer function of the propagation medium depends on the channel environment. We assume that the propagation medium is ideal and therefore \( H_M(f) = 1 \). This assumption can be justified since our intention is to study the effect of band-limiting on the received signal. The impulse response of the transmission channel is denoted by \( h_c(t) \) and this is the inverse Fourier transform of \( H_C(f) \). In practice, due to the influence of \( H_C(f) \), the received chip waveform \( p(t) \) will not be limited in the range of \( 0 \leq t < T_c \). As a result, the expression for the cross correlation \( R(\tau) \) given in (4), which is still valid, is not limited to \( |\tau| < 1 \). The band-limited received signals are modeled by assuming an ideal low-pass transfer function for \( H_C(f) \).

Even though this is a rough approximation for \( H_C(f) \), it serves the purpose of showing the effects of band-limiting on the received signals. For illustration purposes, assume

\[
H_C(f) = \begin{cases} 
1, & |f| \leq \frac{2}{T_C} \\
0, & \text{otherwise}
\end{cases}
\]  

(26)
i.e., the bandwidth of the channel is assumed to be twice that of the main lobe spectrum of the transmitted PN signal. Using the expression for \( h_c(t) \) of (26), the received PN signal \( c(t) \otimes h_c(t) \), denoted by \( \overline{c}(t) \), has the chip waveform \( \overline{p}(t) \) where \( \overline{p}(t) = p(t) \otimes h_c(t) \). Replacing \( \overline{p}(t) \) for \( p(t) \), \( R(\tau) \) in (4) for band-limited received signals is obtained.

In the case of linear analysis, the band-limiting of the received signal affects the parameter \( S'(0) \) in the rms tracking error expression given in (16). The parameter \( S'(0) \) is computed using numerical integration. For the nonlinear analysis, \( S(\epsilon) \) in (7) has to be obtained using \( \overline{c}(t) \). Thus, replacing new \( K_3(\epsilon) \) in (18), the MTLL and the tracking error in (23) and (24) are computed using numerical integration. We note that the change in \( S'(0) \) due to band-limiting will also cause variation in \( H(j2\pi f) \) in (14) and \( W_L \) in (15) for both linear and nonlinear analyses. In practice, \( H(j2\pi f) \) and \( W_L \) can be adjusted by varying the sensitivity gain \( K \) of the voltage-controlled clock in the DLL.

V. NUMERICAL EXAMPLE

When the received signal is ideal, the parameter \( S'(0) \), which is given by \( R'(\Delta - \Delta) - R'(\Delta + \Delta) \), can be obtained by differentiating the cross correlation functions \( R_c(\tau) \) in (5) and \( I_4(\tau) \) in (6) with respect to the phase shift \( \tau \). For band-limited received signals, the values of \( S'(0) \) are obtained by numerical integration for all chip waveforms. The autocorrelation values \( R_c(\tau) \) for rectangular and half-sine waveforms are, respectively, \( 1 - \tau \) and \( \{\pi(1 - \tau) \cos(\pi \tau) + \sin(\pi \tau)\}/2\pi \) for \( \tau \leq 1 \). The values of \( R_c(\tau) \) for triangular chip waveform is \( 1/3 - 2\tau^2 + 2\tau^3 \) for \( \tau \leq 1/2 \) and \( 2(1 - \tau)^3/3 \) for \( 1/2 < \tau \leq 1 \). The value of \( R_c(\tau) \) is zero for all chip waveforms when \( \tau > 1 \).

Following the procedures explained in Section III-C, the MTLL and the rms tracking errors are obtained for all three chip waveforms using the nonlinear analysis with the assumption

\[
P_{LD}(\epsilon) = \begin{cases} 
0, & |\epsilon| < 1 \\
1, & \text{otherwise}
\end{cases}
\]  

(27)

When the phase error \( \epsilon \) of the incoming and locally generated PN sequence exceeds 1, the data demodulation cannot be performed since the cross correlation value \( R(\tau) \) in (4) vanishes. The lock detector therefore may declare the loop out of lock. Thus, the assumption made in (27) is clearly justifiable when the lock detector has no faulty triggering.

A. Early–Late Spacing

The effect of the early–late spacing \( 2\Delta \) on the performance of the DLL is first investigated. Due to the wide range of \( \Delta \) being considered, nonlinear analysis yields more accurate results and is therefore used. Fig. 4 plots the rms tracking error against the early–late spacing for the effective loop SNR \( \gamma_d \) equal to 5 and 25 dB. Fig. 5 shows the MTLL against the early–late spacing for \( \gamma_d \) equal to 5 and 10 dB. First, these graphs indicate that within the range of 0.7–1.3 chip times, the half-sine and triangular chip waveforms reduce tracking error and increase MTLL. Second, band-limiting has little effect on tracking performance for all three waveforms. Third, the conventional rectangular despreading waveform has better tracking performance when \( 2\Delta \) is less than 0.7; however, band-limiting severely degrades its performances as \( \Delta \) decreases. From the acquisition point of view, one chip early–late spacing is preferred. It is also clear from Figs. 4 and 5 that the performance of the DLL with one chip early–late spacing would be improved by using triangular and half-sine chip waveforms. In the following section, we shall evaluate the performance of the DLL with one chip early–late spacing (\( \Delta = 1/2 \)).
B. DLL with One Chip Time Early–Late Spacing

The rms tracking error of the DLL, obtained by both linear and nonlinear analysis, against the loop SNR ($\gamma_d$) is plotted for the three cases in Fig. 6 for ideal received signal and in Fig. 7 for band-limited received signals. These results indicate good agreement between linear and nonlinear analysis under the conditions considered. The triangular chip waveform has the smallest tracking error among the three chip waveforms. Both ideal and band-limited signals give the same conclusions. It is clear from Fig. 6 that for a specific tracking error, triangular and half-sine chip waveforms reduce the required loop SNR by approximately 4.77 and 3 dB, respectively. However, from Fig. 7, band-limiting of the received signal requires an increase of loop SNR by approximately 1.2 dB for the rectangular and 0.9 dB for the triangular chip waveforms. The rms tracking error for the half-sine chip waveform does not seem to be affected much by band-limiting.

Fig. 8 shows the curves of MTLL for both ideal and band-limited received signals. For a specific loop SNR, the triangular chip waveform has the longest MTLL while the rectangular chip waveform has the lowest MTLL among the three chip waveforms. A band-limited received signal reduces the MTLL as expected. However, the effect of the half-sine chip waveform is minimal.

C. Simulations

The DLL scheme using the three different despreading waveforms was simulated by a computer for band-limited received signal using a maximal-length sequence with $N = 255$. The rms tracking error is obtained by using 10,000 sample points for each $\gamma_d$ at 0, 5, 10, 15, and 20 dB. The results are marked...
in Fig. 7 and they show a close agreement with the results obtained analytically. The simulated results for MTLL using the mean of 1000 times to lose lock for $\gamma_d$ at 1 dB intervals are also marked in Fig. 8. These simulated results for MTLL are higher than those obtained by analytical means. However, the differences between the MTLL by using different chip waveforms are approximately the same as those obtained analytically.

VI. EFFECT OF MULTIPATH SIGNALS

It is well known that the DLL will introduce a tracking offset when multipath signals are present [4]. An investigation of the effect of tracking offset when the received signal consists of two rays, one direct and a reflected ray, follows. Band-limiting of the received signals is not considered in this analysis. The received signal in (1) for the two-ray model can be expressed as

$$r(t) = \sqrt{P} \{d(t)c(t) + \alpha d(t - \beta T_c) e^{j(t - \beta T_c) \cos(\zeta)} + \gamma(t) + n(t)\}$$

(28)

where $\alpha$ is the attenuation, $\beta$ is the time delay normalized to $T_c$, and $\zeta$ is the carrier phase difference of the reflected ray with respect to the direct ray. Note that the values of $\alpha d(t)\delta(t)$ and $\beta T_c\delta(t)$ are approximately the same since the delay $\beta T_c$ is negligible compared with the PN code length $N T_c$. Thus, the new S-curve of the DLL $S_m(\varepsilon)$ becomes

$$S_m(\varepsilon) = S(\varepsilon) + \alpha S(\varepsilon + \beta) \cos(\zeta)$$

(29)

The maximum tracking offset occurs when the reflected ray is in phase or out of phase with the specular signal. In this case, the carrier phase estimate will have negligible error since the carrier tracking loop tracks the sum of the specular and diffuse path signals [4]. The tracking offset for any value of phase difference $\zeta$ and delay $\beta$ is the solution of $S_m(\varepsilon) = 0$. The absolute value of the maximum tracking offset for the worst case of phase difference $\zeta$ and delay $\beta$ is denoted by $\varepsilon_o$, and this happens when the second term in (29) has the maximum value for all possible $\zeta$ and $\beta$. Therefore, $\varepsilon_o$ is the solution of the equation

$$S(\varepsilon) - \alpha \times \max |S(\varepsilon)| = 0.$$  

(30)

By solving (30), we obtain $\varepsilon_o = \alpha/2$ for the rectangular waveform, $\varepsilon_o = \sin^{-1}(\alpha)/2$ for the half-sine waveform, and $\varepsilon_o = (1 - \sqrt{1 - \alpha^2})/2$ for the triangular waveform, respectively. The plots of $\varepsilon_o$ versus the attenuation $\alpha$ are given in Fig. 9. The curves show that the triangular waveform gives the smallest tracking offset, with the half-sine waveform coming closely behind for all values of $\alpha$, except for the points $\alpha = 0$ and $\alpha = 1$ where the three cases coincide. The tracking offset depends on the shape of the S-curve and it is changed by the different chip waveforms for early and late sequences.

VII. DISCUSSION

Improvement in the DLL performance by using half-sine and triangular chip waveforms can be explained with reference to Fig. 2. Under normal operating conditions, the performance of the DLL are determined by the DLL sensitivity (slope of the S-curve at the origin) and the loop noise power. The energies

![Fig. 9. Plots of tracking offset against reflected ray attenuation.](image-url)

de the early and late PN chips for both triangular and half-sine waveforms are concentrated around the zero crossings of the incoming PN chip waveform because of the one chip time early–late spacing. This results in only minor effect on the DLL sensitivity compared to that of using rectangular waveform. On the other hand, the loop noise power is uniformly distributed within the chip time when rectangular waveform is used. The half-sine and triangular waveforms reduce the noise power on both sides of the zero crossings and hence reduce the effective loop noise power. Thus, the rms tracking error and the MTLL are, respectively, decreased and increased when the proposed chip waveforms are used. For band-limited signals, the energy distribution is reduced at the zero crossings of the incoming chip. This changes the DLL sensitivity and causes performance degradation.

VIII. CONCLUSION

Two chip waveforms, half-sine and triangular, for locally generated early–late despreading PN signals in a coherent DLL tracking scheme for DS/SS systems have been analyzed for both the ideal and band-limited received signals. It has been shown that the use of either chip waveform reduces the rms tracking error and increases the MTLL considerably when the early–late spacing of the DLL is approximately in the range 0.7–1.3 chip times. These results apply in particular to the DLL with the commonly used one-chip-time early–late spacing. In addition, it has also been demonstrated that the DLL using triangular or half-sine despreading chip waveforms also reduces the tracking offset in a multipath channel.
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