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ABSTRACT
Rule conflicts can arise in machine learning systems that utilise unordered rule sets. A rule conflict is when two or more rules cover the same example but differ in their majority classes. This conflict must be solved before a classification can be made. The standard methods for solving this type of problem are to use naive Bayes to solve the conflict or using the most frequent class (CN2). This paper studies the problem of rule conflicts in the area of numerical features. A novel family of methods, called distance based methods, for solving rule conflicts in continuous domains is presented. An empirical evaluation between a distance based method, CN2 and naive Bayes is made. It is shown that the distance based method significantly outperforms both naive Bayes and CN2.
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1. INTRODUCTION
When inducing rules to create a classifier, two major strategies are used: Separate-And-Conquer (SAC) [7] or Divide-And-Conquer (DAC) [13].

One major difference between SAC and DAC is that the former can induce rules that overlap. DAC repeats two steps until a stop criterion is meet, the steps are the division of the examples and the conquering of these new subgroups of examples, hence the name Divide-And-Conquer, (DAC is also known as Top-Down Induction of Decision Trees (TDIDT)).

As each attribute is exhaustively explored (in the case of a discrete attributes) at every step of the induction process, the leaves contain mutually exclusive example sets. Hence it is not possible for an example belong to multiple rules (leaf nodes) at the same time.

Top-Down SAC starts with an overly general rule (i.e., a rule that cover all examples) and selects one value of an attribute at each refinement step, until a stopping criterion is met. The induction process then starts again with the overly general rule. Repeated restarts with the overly general rule make it possible for different rules to cover the same examples, which in turn can give rise to rule conflicts. Rule conflicts are when two or more rules cover the same example that is to be classified, and the rules have different majority classes. This type of conflicts has not received very much attention in the past, but resent work have addressed the issue of rule conflicts, see [4, 11, 10, 9].

In this paper we have addressed the problem of rule conflicts in the special setting of having only continuous values in the attributes of the examples (i.e., numerical features) but still trying to predict a class. We will refer to this setting as the continuous setting in the rest of the paper.

To solve the problem of rule conflicts in the continuous setting, a novel family of methods that utilises one-dimensional distances, are introduced in this paper. The single best method from this family is compared with existing standard methods for solving rule conflicts, and it is empirically shown that the new method, with statistical significance, outperforms the standard methods.

The rest of this paper is organised as follows. Section 2 is devoted to the detailed explanation of the methods studied in this paper: the novel family of distance based methods, naive Bayes and CN2. In section 2 a comparison between the different distance based methods is also provided. In section 3 the experimental setting is described and in the section 4 the experimental results are presented. Finally, in the section 5 a discussion about the work is held and pointers to future work are given.

2. RULE CONFLICT RESOLVING METHODS
In Figure 1, an example scenario shows five rules that cover examples from two classes, the positive (+) and the negative class (-). Three of these rules are overlapping, namely R1, R2 and R3. The two former rules have the positive class as their majority class, while the latter has
the negative class as the majority class. In the intersection of the three rule is a question mark, this denotes an example that we want to classify. The question now is how should we classify it? This is the question that we are addressing in this paper, within the scope of continuous setting.

The standard methods for solving rule conflict is the method used in the machine learning system CN2 [2, 1] and the use of naive Bayes. Both of these methods can be used in all settings where rule conflicts can occur, not just the special setting considered in this paper.

The distance based methods that we propose in this paper is restricted to be used in the setting when only considering examples with numerical features. This is because they utilise the distances of these numerical features for classifying examples in conflict. This of course restricts these methods to be used only in such domains, but this restriction may be rewarded by better predictions.

In the following sections, all rule resolving methods are described in detail: CN2, naive Bayes and the novel distance based family of methods.

2.1 CN2

The system CN2 resolves classification conflicts between rules in the following way. Given the examples in Figure 1, the class frequencies of the rules that cover the example to be classified (marked with ‘?’) are calculated:

\[ C(+) = \text{covers}(R_1, +) + \text{covers}(R_2, +) + \text{covers}(R_3, +) = 32 \]

\[ C(-) = \text{covers}(R_1, -) + \text{covers}(R_2, -) + \text{covers}(R_3, -) = 33 \]

Where \( \text{covers}(R, C) \) gives the number of examples of class \( C \) that are covered by Rule \( R \). This means that CN2 would classify the example as belonging to the negative class (-). More generally:

\[ \text{CN2} = \arg\max_{C_i \in \text{Classes}} \sum_{j=1}^{|	ext{CovRules}|} \text{covers}(R_j, C_i) \]

Where \( \text{CovRules} \) is the set of rules that cover the example to be classified, and \( \text{covers} \) is the function defined above.

2.2 Naive Bayes classification

In the machine learning system of Rule Discovery System (RDS) [14], naive Bayes is used to resolve rule conflicts. Bayes theorem is as follows:

\[ P(C|R_1 \land \ldots \land R_n) = \frac{P(R_1 \land \ldots \land R_n|C)P(C)}{P(R_1 \land \ldots \land R_n)} \]

Where \( C \) is a class label for the example to be classified and \( R_1 \ldots R_n \) are the rules that cover the example. As usual, since \( P(R_1 \land \ldots \land R_n) \) does not affect the relative order of different hypotheses according to probability, it is ignored. Assuming (naively) that \( P(R_1 \land \ldots \land R_n|C) = P(R_1|C)\ldots P(R_n|C) \), the maximum a posteriori probable hypothesis (MAP) is:

\[ h_{MAP} = \arg\max_{C_i \in \text{Classes}} P(C_i) \prod_{R_j \in \text{Rules}} P(R_j|C_i) \]

Where \( \text{CovRules} \) is the set of rules that covers the example to be classified. If we again consider the example shown in Figure 1, we get:

\[ P(+|R_1 \land R_2 \land R_3) = P(+) + P(R_1|+) + P(R_2|+) + P(R_3|+) = 40/80 + 12/40 + 14/40 + 6/40 = 0.0079 \]

\[ P(-|R_1 \land R_2 \land R_3) = P(-) + P(R_1|-) + P(R_2|-) + P(R_3|-) = 40/80 + 3/40 + 3/40 + 27/40 = 0.0019 \]

This means that the naive Bayes classification results in that the example with the unknown class label is classified as positive (+).

Note that if a rule involved in a conflict does not cover any examples of a particular class, this would eliminate the chances for that class to be selected, even if there are several other rules that cover the example with a high probability for that class. To overcome this problem, Laplace-1 correction (described in [8]) is used in the experiments.

2.3 Distance based methods

Distance based models utilise the difference between each rule’s values (conditions) and the values of the example under consideration, for each specific attribute. Each rule is assigned a distance value. This value is then used together with the estimated class probability (ECP) of each rule in a weighted voting scheme to solve the conflict.

In a pre-processing step all training examples are examined to establish the maximum and the minimum values for each attribute, these values are then saved for each domain. Using the minimum and maximum value for an attribute a scale for the attribute can be obtained, \( \text{Scale}(\text{Attribute}) = \text{Max}(\text{Attribute}) - \text{Min}(\text{Attribute}) \).

By using this scale to normalise the values, the values can be compared with each other. Some domains also contain negative values that is why the subtraction of Min in the normalisation step needed. \( \text{Normalised}(\text{Value}, \text{Min}, \text{Scale}) = (\text{Value} - \text{Min})/\text{Scale} \). Here the Value is either the value of a condition or the value of the example to be classified. The difference between the normalised conditions of the rule and the normalised values of the example are then used to get a distance value for each rule.

In our study, we tested three different methods for assigning distance values. These methods are called Voting Mean,
Table 1: A framework for the distance based methods.

Input: \( R = \) rules in conflict, 
\( \text{example} = \) example to be classified, 
\( \text{MIN} = \) List of all attributes minimum values, 
\( \text{MAX} = \) List of all attributes maximum values.
Output: \( C = \) a class assigned to example

For each Rule in \( R \)
For each Cond in Rule
Get the Min value for Cond from MIN.
Get the Max value for Cond from MAX.
Scale = Max - Min
Nor.Cond = normalise(Cond, Min, Scale)
Get the example Value for Cond.
Nor.Value = normalise(Value, Min, Scale)
Nor.Dist = abs(Nor.Cond - Nor.Value)
Use Nor.Dist in Mean, Best or Worst fashion together with the Maximum ECP of the rule to get RuleValue.
Add RuleValue to Rulevalues.

\( C = \) weighted_voting(RuleValues)

Voting Best and Voting Worst. Voting Mean takes the average from all (as many as the conditions in the rule) the normalised distances by each rule to the example to be classified. Together with the ECP of each rule the conflicting rules vote for their majority class according to their weights (i.e. distance * ECP), the votes for each class is summed up, the class which gets the highest vote are chosen for classification.

The machine learning system that we used in our experiments is called Rule Discovery System (RDS). One thing to note about the ECP values set by RDS is that they are set using a separate validation set. Hence this set has not been used to induce the rules, and because of this the ECP values can be regarded as quite reliable.

The voting scheme for the other two methods, Voting Best and Voting Worst, are the same as for Voting Mean Voting, but the distance used in the voting process are derived from the conflicting rules in another way. Voting Best selects a single condition for each rule in conflict, namely the condition that has the highest distance of all conditions. Similarly, Voting Worst selects the single condition with lowest distance for each rule in conflict.

All three methods are different in their way of how they try to assess the quality of the prediction of each rule (the weight of the vote). Voting worst is most conservative, as each vote is based on the single worst distance. Voting Mean consider all distances of each rule. While Voting Best consider only the single best distance value of each rule in the votes, this is quite opposite to the conservative approach of Voting Worst. Voting Mean is in-between these two extremes. Table 1 shows a framework for the distance-based methods.

For an illustrative example of the three different methods, consider the scenario in Figure 1 where three rules are in conflict. The estimated class probabilities are the following:

\( ECP(R_1, +) = 12/15 = 0.80, ECP(R_1, -) = 3/15 = 0.2 \)
\( ECP(R_2, +) = 14/17 = 0.82, ECP(R_2, -) = 3/17 = 0.18 \)
\( ECP(R_3, +) = 6/33 = 0.18, ECP(R_3, -) = 27/33 = 0.82 \)

Let us consider a scenario where the examples have four different attributes and a class label. The example denoted by the question mark (?) has the following value, example(A1 = 12, A2 = -0.5, A3 = 90, A4 = 8.5, Class =?). Where the scales for the different attributes are:

\( Scale(A1) = 50 \) \( 0 \) \( 50 \)
\( Scale(A2) = 50 \) \( -50 \) \( 100 \)
\( Scale(A3) = 100 \) \( 0 \) \( 100 \)
\( Scale(A4) = 10 \) \( 0 \) \( 10 \)

The normalised values for the example becomes:

\( Normalised(A_1, Min_{A1}, Scale_{A1}) = (12 - 0)/50 = 0.24 \)
\( Normalised(A_2, Min_{A2}, Scale_{A2}) = (-0.5 - (-50))/100 = 0.495 \)
\( Normalised(A_3, Min_{A3}, Scale_{A3}) = (90 - 0)/100 = 0.9 \)
\( Normalised(A_4, Min_{A4}, Scale_{A4}) = (8.5 - 0)/10 = 0.85 \)

Assume that the rules have the following conditions:
\( R_1 = A_1 < 20 \land A_2 < 0 \)
The normalised conditions for \( R_1 \):
\( Normalised(A_1, Min_{A1}, Scale_{A1}) = (20 - 0)/50 = 0.4 \)
\( Normalised(A_4, Min_{A2}, Scale_{A2}) = (0 - (-50))/100 = 0.5 \)
\( R_2 = A_1 < 14 \)
The normalised conditions for \( R_2 \):
\( Normalised(A_1, Min_{A1}, Scale_{A1}) = (14 - 0)/50 = 0.28 \)
\( R_3 = A_3 > 84 \land A_4 > 6 \)
The normalised conditions for \( R_3 \):
\( Normalised(A_3, Min_{A3}, Scale_{A3}) = (84 - 0)/100 = 0.84 \)
\( Normalised(A_4, Min_{A4}, Scale_{A4}) = (6 - 0)/10 = 0.6 \)

Using the above values Voting Mean would produce the following classification:

\( MeanValue(R_1) = (abs(0.4 - 0.24) + abs(0.5 - 0.495))/2 = 0.0825 \)
\( MeanValue(R_2) = abs(0.28 - 0.24)/1 = 0.04 \)
\( MeanValue(R_3) = (abs(0.84 - 0.9) + abs(0.6 - 0.85))/2 = 0.155 \)
\( Voting(+) = 0.8 * 0.0825 + 0.82 * 0.04 + 0.18 * 0.155 = 0.1267 \)
\( Voting(-) = 0.2 * 0.0825 + 0.18 * 0.04 + 0.82 * 0.155 = 0.1508 \)
Thus the negative class would be used for classification.

Using the above values Voting Best would produce the following classification:

\( BestValue(R_1) = abs(0.4 - 0.24) = 0.16 \)
\( BestValue(R_2) = abs(0.28 - 0.24)/1 = 0.04 \)
\( BestValue(R_3) = abs(0.6 - 0.85) = 0.25 \)
\( Voting(+) = 0.8 * 0.16 + 0.82 * 0.04 + 0.18 * 0.25 = 0.1648 \)
\( Voting(-) = 0.2 * 0.16 + 0.18 * 0.04 + 0.82 * 0.25 = 0.2352 \)
Thus the positive class would be used for classification.

Using the above values Voting Worst would produce the following classification:

\( WorstValue(R_1) = abs(0.5 - 0.495)/2 = 0.05 \)
\( WorstValue(R_2) = abs(0.28 - 0.24)/1 = 0.04 \)
\( WorstValue(R_3) = abs(0.84 - 0.9)/1 = 0.06 \)
\( Voting(+) = 0.8 * 0.05 + 0.82 * 0.04 + 0.18 * 0.06 = 0.0836 \)
\( Voting(-) = 0.2 * 0.05 + 0.18 * 0.04 + 0.82 * 0.06 = 0.0664 \)
Thus the positive class would be used for classification.

2.3.1 Comparison of the weighting schemes

The assumption that lies behind all the three distance based methods presented is that the further the distance, the more likely the rule. To see if this assumption is valid
or not we tested the three different methods, Voting Mean, Voting Best and Voting Worst, on eleven domains, exploring the correlation between the distance and the probability (on an interval) of a correct classification.

Figure 2 shows the correlation between the probability of a correct classification (the y-axis) and the normalised distances between the conditions of the tree methods and the classified example (the x-axis). Figure 2 shows the average values from all the domains run (11 domains) the probability values for a correct classification (y-axis) are produced by splitting the classifications into intervals based on their normalised distances.

The three methods share the same basic shape of their curves. The overall shape is starting from 50 per cent probability of a correct classification at the first interval of the x-axis. The probability then rises (with a few drops) until its peak around a normalised distance of 0.45 to 0.55 here the probability for a correct classification is around 85 to 95 per cent. Then the probability for a correct classification drops between 60 to 75 per cent within the normalised values 0.65 to 0.75. Then the probability of a correct classification picks up again to reach 100 per cent at 0.85 of the normalised value, and finally with higher x-values the probability drops dramatically.

This shape thus supports the assumption made, i.e. that a greater distance results in a higher probability of a correct classification.

To get a more comprehensive view of the methods Figure 3 presents the number of examples in each interval of the x-axis (the normalised differences between the rules conditions and the examples). The figure is based on all the eleven domains examined. Both the total number of examples and the number of correctly classified examples are showed at the y-axis in Figure 3. Here the number of examples are great at low distances and drops the greater the normalised difference.

If we have Figure 3 in mind and look at Figure 2 again we see that the method that dominates the other methods up until the interval 0.5 - 0.6 on the x-axis, is Voting Worst. This is important because the amount of examples that are on the left of this interval, (including the examples in the interval), account for 99 per cent of all examples in the Voting Worst case. The same figure for Voting Best is 93 per cent and for Voting Mean 98. In this light it seems clear as which of the methods to choose as the basis for a comparison of other baseline methods.

3. EXPERIMENTAL SETTING

Ten-fold cross validation was used in the experiments. Exactly the same conflicts where solved by all the different methods. Information gain was used as the search heuristic. Incremental reduced error pruning are used to prune the rules [6]. The machine learning system used in the experiment is RDS. RDS incrementally (during the learning process) introduces cut-points in the numerical attributes to create discrete attributes. RDS usually does this in the standard fashion, i.e. creates cut points in the middle of two examples of different classes [5]. During our experiments we changed this behaviour, with the aim of increasing the number of conflicts between the rules, by creating cut points in-between all examples.

4. EXPERIMENTAL RESULTS

Table 2: Comparing wins and losses for all domains

<table>
<thead>
<tr>
<th></th>
<th>naive Bayes</th>
<th>CN2</th>
<th>Voting W.</th>
</tr>
</thead>
<tbody>
<tr>
<td>naive Bayes</td>
<td>-</td>
<td>5.2</td>
<td>1.9*</td>
</tr>
<tr>
<td>CN2</td>
<td>2.5</td>
<td>-</td>
<td>1.8*</td>
</tr>
<tr>
<td>Voting W.</td>
<td>9.1*</td>
<td>8.1*</td>
<td>-</td>
</tr>
</tbody>
</table>

In Table 2, a comparison of the number of wins and losses in terms of higher or lower accuracy between the three methods is given. For each row in the table, the first digit denotes the number of wins against the method in the column and the second digit denote the number of losses against the method in the column. If an asterisk (*) is shown after these figures, it denotes a statistical significant difference (P-value lower than 0.05) according to a sign test. Here we see that Voting Worst performs significantly better than both naive Bayes and CN2. But no significant difference is noted between CN2 and naive Bayes, even though naive Bayes wins five times and only looses two times.
When analysing the results, it seems clear that Voting Worst method is performing good. It is only in one domain that it has lower accuracy than both naive Bayes and CN2. In all other cases it has higher or equal accuracy. It is worth noting that the upper-bound differs a lot in different domains from 50 percent to 0 (no conflicts).

In Table 3, the accuracy of the methods on each domain is presented. In the first column, the name of the data set is written. In the second column, the accuracy for naive Bayes is presented. Columns three and four present the accuracy for CN2 and Voting Worst respectively. The last column shows the upper-bound for improvement (in percent), i.e. the number of conflicts in a domain.

<table>
<thead>
<tr>
<th>Domain</th>
<th>naive Bayes</th>
<th>CN2</th>
<th>Voting Worst</th>
<th>Upper-bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast cancer wis.</td>
<td>95.44</td>
<td>94.37</td>
<td>96.38</td>
<td>0.12</td>
</tr>
<tr>
<td>Bupa</td>
<td>67.20</td>
<td>65.29</td>
<td>68.47</td>
<td>0.50</td>
</tr>
<tr>
<td>Cleveland heart disease</td>
<td>57.25</td>
<td>57.25</td>
<td>57.61</td>
<td>0.33</td>
</tr>
<tr>
<td>Glass</td>
<td>89.22</td>
<td>89.22</td>
<td>89.22</td>
<td>0.00</td>
</tr>
<tr>
<td>Haberman</td>
<td>74.19</td>
<td>74.55</td>
<td>74.55</td>
<td>0.10</td>
</tr>
<tr>
<td>Image segmentation</td>
<td>76.96</td>
<td>76.96</td>
<td>76.96</td>
<td>0.19</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>90.31</td>
<td>87.50</td>
<td>86.56</td>
<td>0.24</td>
</tr>
<tr>
<td>Iris</td>
<td>83.21</td>
<td>83.21</td>
<td>83.94</td>
<td>0.05</td>
</tr>
<tr>
<td>New thyroid</td>
<td>88.76</td>
<td>88.7</td>
<td>89.80</td>
<td>0.05</td>
</tr>
<tr>
<td>Sonar</td>
<td>72.11</td>
<td>72.63</td>
<td>75.26</td>
<td>0.32</td>
</tr>
<tr>
<td>Spectral flare</td>
<td>76.10</td>
<td>75.47</td>
<td>76.73</td>
<td>0.20</td>
</tr>
<tr>
<td>Wine</td>
<td>87.04</td>
<td>86.42</td>
<td>87.65</td>
<td>0.06</td>
</tr>
</tbody>
</table>

7. REFERENCES


