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Abstract How to compose existing web services automatically and to guarantee the correctness of the design (e.g. temporal constraints specified by temporal logic LTL, CTL or CTL*) is an important and challenging problem in web services. Most existing approaches use the process in conventional software development of design, verification, analysis and correction to guarantee the correctness of composite services, which makes the composition process both complex and time-consuming. In this paper, we focus on the synthesis problem of composite service; that is, for a given set of services and correctness constraint specified by CTL or CTL* formula, a composite service is automatically constructed which guarantees that the correctness is ensured. We prove that the synthesis problem for CTL and CTL* are complete for EXPTIME and 2EXPTIME, respectively. Moreover, for the case of synthesis failure, we discuss the problem of how to disable outputs of environment (i.e. users or services) reasonably to make synthesis successful, which are also proved complete for EXPTIME and 2EXPTIME for CTL and CTL*, respectively.

Keywords business protocol, composite service, synthesis, environment, branching temporal logic

1 Introduction

Service-oriented computing has become a promising paradigm for realizing distributed applications, as more and more web services are being developed and published on the Internet based on SOAP$^1$, WSDL$^2$ and BPEL$^3$. These services can serve as the reusable components for building complex applications. Recently, the web service composition issue has emerged as an important and challenging problem in Web service applications, which is concerned with how to combine existing web services when a client request cannot be satisfied by any individual service [1].

There have been many efforts towards automated service composition, and most of them are based on formal methods including automata theory, logical reasoning, planning in AI and theorem proving [1–6]. Most of these approaches require developers to provide a detailed specification of the desired behaviors
of a composite service (e.g., goal service in [2,3] or conversation protocol in [6]) with formal models or a specification language (e.g, BPEL4WS). To ensure the correctness of the design, developers of a composite service need to perform formal verification of the correctness constraints such as temporal properties [7,8].

The process of design, verification, analysis and correction makes the composition synthesis a difficult and time-consuming task. So in this paper, we focus on the problem of synthesizing the composite service from the library of services such that correctness constraints specified by temporal logic formulas are guaranteed during the synthesis process.

Synthesis is the automated construction of a system from its specification. In the literature, a variety of synthesis problem have been studied for closed system [9,10] and open systems [11–14]. A closed system is a system whose behavior is completely determined by its own state. An open system is one that interacts with its environment and whose behavior crucially depends on this interaction. Since services interact with users and other services through message exchanges, they can be treated as open systems taking users or services as their environments. In [11–14], systems are constructed from scratch instead of composing from reusable components. However, almost every non-trivial system, especially the Web-based system, is constructed using libraries of reusable components. In [15], the synthesis from component library for LTL was studied in which only linear temporal properties are guaranteed.

In light of these, we investigate the synthesis of composite service from library of services for CTL and CTL*, and establish their respective complexity bounds. CTL and CTL* are two kinds of branching temporal logic which can support both branching and linear temporal properties. Furthermore, for the case of synthesis failure; that is, when there exists no composite service over given library of services which satisfies given CTL/CTL* formula, we observe that we can still construct the desired composite service by restricting environment’s output behaviors reasonably, which is referred to as the environment-controllable synthesis. Correspondingly, the former synthesis of composite service is referred to as the environment-uncontrollable synthesis. We give formal treatments of these two synthesis problem and establish the complexity bounds for them for CTL and CTL*, respectively.

The paper is organized as follow. Section 2 discusses related work. Section 3 gives some preliminary definitions. Section 4 and Section 5 give formal investigation of the environment-uncontrollable synthesis problem and environment-controllable synthesis problem, respectively. Section 6 concludes the work.

2 Related work

Several approaches have been proposed to automated synthesis of composite services. The Roman model specified the goal service and e-services as finite state machine and reduced the composition synthesis into satisfiability problem of PDL formula [2]. The Colombo model extended [2] with message passing and world state of local database [3]. Fan et al. [4] modeled the goal service and services as alternating finite automata and discussed the time complexity of composition synthesis by exploring connections between composition synthesis and query rewriting using view. Mitra et al. [5] modeled services and goal service as I/O automata, and reduced the existence problem of choreography to the simulation of I/O automata. Fu et al. [6] modeled global behavior of e-service composition in asynchronous messages as conversation based on Mealy machine and discussed the realizability and synchronization of conversations.

Above researches all require developer to provide a priori detailed behavior specification for composite service. In contrast to researches above, we only require developer to provide the correctness constraint on composition and automatically synthesize the behavior of composite service.

Huai et al. [16] and Pistore et al. [17] presented composition framework AutoSyn and Astro, and studied mediator-based synthesis of composite service from CTL formula and EAGLE formula, respectively. In contrast, the composite scenario in this paper is not mediator-based, which means that composite service can be invoked as a component by another composite service. Moreover, in order to handle composition failure, we study the restriction mechanism to environment behaviors which is not considered in [16,17].

In addition, there are other papers on automated service composition from semantic or syntactic description of services which consider a service as function with input and output, and use the classical
planning approach in AI [18,19] or type derivation algorithm [20]. In this paper, we don’t consider the semantic description of services, but services are characterized as more general transducer model which has the function with input and output as a special case.

Synthesis of open systems (or reactive systems) has been explored in many research work. The synthesis problem of single reactive systems with synchronous and asynchronous behaviors for LTL is studied in [11,12], respectively. The complexity bounds for synthesis problem for CTL and CTL* with either complete or incomplete information are provided in [13]. In addition, the synthesis of distributed systems for CTL*, LTL and CTL are investigated in [14]. All of these constructed system from scratch rather than composing from reusable components. In addition, they also didn’t consider restricting environment behaviors to handle composition failure like we do.

Closer to this work are [15] which studied the synthesis from component library for LTL. Since LTL is linear, it should be hold by every execution path generated by the composite services, so it doesn’t work for branching time properties hold by some execution paths of composite services. Thus we study synthesis from component library for branching time logic including CTL and CTL*. Also the restriction mechanism on environment was not considered in [15].

3 Preliminaries

Given a set $D$ of directions, a $D$-tree is a set $T \subseteq D^*$ such that if $x \cdot c \in T$ where $x \in D^*$ and $c \in D$, then also $x \in T$. The elements of $T$ are called nodes, and the empty word $\varepsilon$ is the root of $T$. For every $x \in T$, all the nodes $x \cdot c$, where $c \in D$, are the successors of $x$. The number of successors of $x$ is called the degree of $x$ and is denoted by $d(x)$. A tree $T$ with branching degree bounded by $k$ is a tree such that the degree of every node $x$ in $T$ is $k$. A node $X$ is a leaf if it has no successors. A path $\pi$ of a tree $T$ is a set $\pi \in T$ such that $\varepsilon \in \pi$ and for every $x \in \pi$, either $x$ is a leaf or there exists a unique $c \in D$ such that $x \cdot c$. Given an alphabet $\Sigma$, a $\Sigma$-labeled tree is a pair $\langle T, V \rangle$ where $T$ is a tree and $V : T \rightarrow \Sigma$ maps each node of $T$ to a letter in $\Sigma$.

A Kripke structure is tuple $K = (AP,W,R,w_{in},L)$, where AP is a set of atomic propositions, $W$ is a set of states, $R \subseteq W \times W$ is a transition relation, $w_{in}$ is an initial state, and $L : W \rightarrow 2^{AP}$ maps each state to the set of atomic propositions true in that state. For each state $w$ in $W$, we denote the set of all successors of $w$ by $\text{succ}_K(w)$, i.e. $\text{succ}_K(w) = \{w' \in W | (w,w') \in R\}$. The number of successors of $w$ is called the degree of $w$ and is denoted by $d(w)$. A Kripke structure $K = (AP,W,R,w_{in},L)$ can be viewed as a tree $(T_K, V_K)$ which is defined as follows.

1) For $x \in T_K$, $V_K(x) = w_{in}$.
2) For $y \in T_K$ with $\text{succ}_K(V_K(y)) = \{w_0, \ldots, w_m\}$, we have $y \cdot i \in T_K$ and $V_K(y \cdot i) = w_i \ (0 \leq i \leq m)$.

A nondeterministic transducer is an nondeterministic finite automaton with outputs. Formally, a nondeterministic transducer is a tuple $M = (\Sigma^I, \Sigma^O, Q, q_{in}, \delta, \gamma, F)$ where $\Sigma^I$ is a finite input alphabet, $\Sigma^O$ is a finite output alphabet, $Q$ is a finite set of states, $q_{in} \in Q$ is an initial state, $\delta : Q \times \Sigma^I \rightarrow 2^Q$ is a nondeterministic transition function, $F$ is a set of final states, and $\gamma : Q \rightarrow 2^\Sigma$ is an output function labelling states with output letters. For each state $q$ in $Q$, we denote the set of all successors of $q$ by $\text{succ}_M(q)$, i.e. $\text{succ}_M(q) = \{q' \in W | \exists \sigma \in \Sigma^I, \text{ s.t. } q' \in \delta(q)\}$. A nondeterministic transducer $M$ corresponds to a $\Sigma^I \cup \Sigma^O$-labeled $Q \times \Sigma^I$-tree $\langle T_M, V_M \rangle$, referred to as the computation tree of $M$, where

1) The root of $T_M$ is $\langle q_{in}, \varepsilon \rangle$ such that $V_M(\langle q_{in}, \varepsilon \rangle) = \gamma(q_{in})$.
2) For any node $v \in T_M$ and $\langle q, \sigma \rangle \in Q \times \Sigma^I$, we have $V_M(v \cdot (q, \sigma)) = \sigma \cup \gamma(q)$.

A transducer $M$ satisfies a CTL/CTL* formula $\varphi$ if and only if its computation tree $\langle T_M, V_M \rangle$ satisfies $\varphi$, denoted by $M \models \varphi$. For node $\langle q_{in}, \varepsilon \rangle$ we denote $\varphi$ by $\langle q_{in}, \varepsilon \rangle$. We denote $\langle q_{in}, \varepsilon \rangle \cdot (q_1, \sigma_1) \cdot \cdots \cdot (q_k, \sigma_k)$ by $\langle q_{in}, \varepsilon \rangle$. We denote $\langle q_{in}, \varepsilon \rangle \cdot (q_1, \sigma_1) \cdot \cdots \cdot (q_k, \sigma_k)$ by $\langle q_{in}, \varepsilon \rangle$.

In addition, a Nondeterministic transducer $M$ also corresponds to a Kripke structure $K_M = (\Sigma^I \cup \Sigma^O, W, w_{in}, R, L)$, where

1) The set of states $W = \{q \cdot a | \exists q' \cdot q \cdot a \}$.
2) The initial state $w_{in} = \langle q_{in}, \varepsilon \rangle$. 
3) The transition relation $R$ is defined as follows: For each pair of states $\langle q', a' \rangle, \langle q, a \rangle \in W$, we have $R((q', a'), (q, a))$ if and only if $\delta(q', a) = q$.

4) The labeling function $L$ is defined as follows: For each state $w = \langle q, a \rangle \in W$, if $w = w_{in}$, we have $L(w) = \gamma(q)$; otherwise $L(w) = \gamma(q) \cup \{a\}$.

Obviously, the computation tree of a transducer $M$ is the same as the computation tree of its Kripke structure $K_M$.

A nondeterministic tree automaton is a tuple $A = (\Sigma, D, Q, q_{in}, F)$, where $\Sigma$ is a finite input alphabet, $D$ is a set of directions, $Q$ is a finite set of states, $q_{in} \in Q$ is an initial state, $\delta : Q \times \Sigma \times D \rightarrow 2^{D \times Q}$ is a transition function, and $F$ specifies the acceptance condition that defines a subset of $Q^w$. We define several types of acceptance conditions below. A run of a nondeterministic tree automaton $A$ over a $D$–tree $(T, V)$ is a $(T \times Q)$–tree $(T_r, r)$ which satisfies the following:

1) $\varepsilon \in T_r$ and $\gamma(\varepsilon) = \langle \varepsilon, q_{in} \rangle$.

2) Let $y \in T_r$ with $r(y) = \langle x, q \rangle$ and $((c_0, q_0), \ldots, (c_{d(x)-1}, q_{d(x)-1})) \in \delta(q, V(x), d(x))$. Then for all $0 \leq i \leq d(x) - 1$, we have $y \cdot c_i \in T_r$ and $r(y \cdot c_i) = (x \cdot c_i, q_i)$.

A run $(T_r, r)$ is accepting if all its infinite paths satisfy the acceptance condition. Given a run $(T_r, r)$ and an infinite path $p \subseteq T_r$, let $\inf(p) \subseteq Q$ be a subset of $Q$ such that $q \in \inf(p)$ if and only if there are infinitely many $y \in p$ for which $r(y) \in T \times \{q\}$. We consider Büchi acceptance in which a path $p$ is accepting if and only if $F \subseteq Q$ and $\inf(p) \cap F \neq \emptyset$, and Rabin acceptance in which a path $p$ is accepting if and only if $F = \{\langle G_1, B_1 \rangle, \ldots, \langle G_m, B_m \rangle\}$ and there exists a pair $\langle \gamma_i, B_i \rangle$ in $F$ such that $\inf(p) \cap G_i \neq \emptyset$ and $\inf(p) \cap B_i = \emptyset$.

For a given set $X$, let $B^+(X)$ be the set of positive Boolean formulas over $X$ (i.e., Boolean formulas built from elements in $X$ using $\land$ and $\lor$), where we also allow the formulas true and false and, as usual, $\land$ has precedence over $\lor$. For a subset $Y \subseteq X$ and a formula $\theta$ in $B^+(X)$, we say that $Y$ satisfies $\theta$ if and only if assigning true to elements in $Y$ and assigning false to elements in $X \setminus Y$ makes $\theta$ true. An alternating tree automaton is a tuple $A = (\Sigma, D, Q, q_{in}, \delta, F)$ where $\Sigma$ is a finite input alphabet, $D$ is a set of directions, $Q$ is a finite set of states, $q_{in} \in Q$ is an initial state, $\delta : Q \times \Sigma \times D \rightarrow B^+(D \times Q)$ is a transition function, and $F$ specifies the acceptance condition that defines a subset of $Q^w$. A run of an alternating automaton $A$ over a $D$–tree $(T, V)$ is a $(T \times Q)$–tree $(T_r, r)$ and $(T_r, r)$ satisfies the following:

1) $\varepsilon \in T_r$ and $\gamma(\varepsilon) = \langle \varepsilon, q_{in} \rangle$.

2) Let $y \in T_r$ with $r(y) = \langle x, q \rangle$ and $\delta(q, V(x), d(x)) = \theta$. Then there is a (possibly empty) set $S = \{\langle c_0, q_0 \rangle, \langle c_1, q_1 \rangle, \ldots, \langle c_{d(x)-1}, q_{d(x)-1} \rangle\} \subseteq D \times Q$ such that $S$ satisfies $\theta$, and for all $0 \leq i \leq d(x) - 1$, we have $y \cdot c_i \in T_r$ and $r(y \cdot c_i) = (x \cdot c_i, q_i)$.

An alternating word automaton $A$ is a tuple $A = (\Sigma, Q, q_{in}, \delta, F)$ where $\Sigma$ is a finite input alphabet, $D$ is a set of directions, $Q$ is a finite set of states, $q_{in} \in Q$ is an initial state, $\delta : Q \times \Sigma \rightarrow B^+(Q)$ is a transition function, and $F$ specifies the acceptance condition that defines a subset of $Q^w$. A run of an alternating word automaton $A$ over an infinite word $a_0a_1 \cdots$ is a $Q$–tree $(T_r, r)$ and $(T_r, r)$ satisfies the following:

1) $\varepsilon \in T_r$ and $\gamma(\varepsilon) = q_{in}$.

2) Let $y \in T_r$ with $r(y) = \langle x, q \rangle$ and $\delta(q, a_i) = \theta$. Then there are $k$ child nodes $y_1, \ldots, y_k$ ($k \leq |Q|$) such that $\{\gamma(y_1), \ldots, \gamma(y_k)\}$ satisfies $\theta$.

4 Environment-uncontrollable synthesis of composite services

In this section, we consider the following composition scenario which is common in Web service applications [4,15]. For a composite service composed by component services, one component service starts running when it enters its initial state, then the messaging interaction between environment (i.e. users or other services) and composite service proceeds under the control of the component service until it enters its final state. At this moment, another component service enters its initial state and starts running.

Due to the nature of interaction of services, we abstract away the precise details of the services and model a service as a nondeterministic transducer in the level of business protocol [21]. Formally, A
service is a non-deterministic transducer $C = (\Sigma^I, \Sigma^O, Q, q_{in}, \delta, \gamma, F)$ where $\Sigma^I = 2^I$, $\Sigma^O = 2^O$, and $I$ and $O$ are input alphabet and output alphabet of $C$, respectively. Intuitively, $I$ and $O$ refer to the sets of all parameters in input messages and output messages of $C$, respectively. So $\Sigma^I$ is the set of input messages and $\Sigma^O$ is the set of output messages of $C$, which means that we don’t consider the orders of parameters in messages. A library $\mathcal{C}$ is simply a collection of services. Let $\mathcal{C}$ be a collection of $n$ services $C_1, C_2, \ldots, C_n$ which w.l.o.g share the same input and output alphabets $\Sigma^I$ and $\Sigma^O$.

For a composite service $CS$ composed by (part of) services in $\mathcal{C}$, when the component service $C_i$ which is currently running enters its final state, another component service $C_j$ enters its initial state and start running. Since $C_i$ may have multiple final states, it’s a key issue to determine which component should be chosen when $C_i$ enters different final states. This problem has been explored in [15] which presented the notion of interface function. Given $k$ services $C_1, C_2, \ldots, C_k$ in library $\mathcal{C}$, where $C_i = (\Sigma^I, \Sigma^O, Q, q_{in}, \delta_i, \gamma_i, F_i)$ ($i \in [1, k]$), the interface function of $C_i$ ($i \in [1, k]$) is defined as a function $f_i : F_i \rightarrow \{1, \ldots, k\}$ where $F_i$ is the set of final states of $C_i$. Intuitively, when service $C_i$ is currently running and enters a final state $q_f \in F_i$, then the component $C_{f_i(q_f)}$ enters the initial state $q_{in}^{f_i(q_f)}$ and begins to run.

The composite service with start service $C_j$ ($j \in [1, k]$) over components $C_1, C_2, \ldots, C_k$, where each $C_i$ has interface function $f_i$, is also a non-deterministic transducer $CS = (\Sigma^I, \Sigma^O, Q, q_{in}, \delta, \gamma, F)$, where

1) The set of states is $Q = \bigcup_{i=1}^{\infty}(Q_i \times \{i\})$.
2) The initial state $q_{in} = (q_{in}^0, j)$ and we refer to $C_j$ as the start service of $CS$.
3) The transition function $\delta$ is defined as follows. For state $\langle q, i \rangle \in Q$, $\delta(\langle q, i \rangle, \sigma) = \{(q', i) | q' \in \delta_i(q, \sigma)\}$ if $q \in Q \setminus F_i$ (i.e. $q$ is not a final state of $C_i$); otherwise, $\delta(\langle q, i \rangle, \sigma) = \{(q', f_i(q)) | q' \in \delta_{f_i(q)}(q_{in}^{f_i(q)}, \sigma)\}$.
4) The output function $\gamma$ is defined as follows. For every state $\langle q, i \rangle \in Q$, $\gamma(\langle q, i \rangle) = \gamma_i(q)$ if $q \in Q \setminus F_i$; otherwise, $\gamma_i(q, \sigma) = \gamma(i(q)) = \gamma_i(q) \cup \gamma_{f_i(q)}(q_{in}^{f_i(q)}).
5) The set of final states is $F = \bigcup_{i=1}^{\infty}(F_i \times \{i\})$.

**Problem statement.** In the rest of the section we shall study the following environment-uncontrollable synthesis problems, referred to as $CS(\mathcal{C}, \varphi)$. Given a library $\mathcal{C}$ of services and a temporal logic formula $\varphi$, $CS(\mathcal{C}, \varphi)$ is to determine whether or not there exist a composite service $CS$ over (part of) services in $\mathcal{C}$ such that $CS(\varphi)$.

The complexity bounds of $CS(\mathcal{C}, \varphi)$ when $\varphi$ is a LTL formula are given in [15]. Here we establish the complexity bounds of $CS(\mathcal{C}, \varphi)$ when $\varphi$ is a CTL/CTL* formula.

**Lemma 1.** $CS(\mathcal{C}, \varphi)$ can be solved in single-exponential time when $\varphi$ is a CTL formula.

**Proof.** We develop an EXPTIME algorithm for $CS(\mathcal{C}, \varphi)$. Given $\mathcal{C} = \{C_1, \ldots, C_n\}$ and $\varphi$, the algorithm first constructs $n$ alternating word automata $A_{\varphi}^i$ ($i \in [1, n]$) such that every $A_{\varphi}^i$ ($i \in [1, n]$) accepts exactly all the trees satisfying $\varphi$ in which every tree is a computation tree of a composite service with start service $C_i$ ($i \in [1, n]$). We then show that there exists a composite service over services in $\mathcal{C}$ if and only if there exists at least one $A_{\varphi}^i$ such that (the languages of) $A_{\varphi}^i$ is nonempty.

Given a CTL formula $\varphi$, we can construct in linear running time a B"uchi alternating tree automaton $A_{\varphi} = (2^{I \cup O}, cI(\varphi), s_{in}, \delta_{\varphi}, F_{\varphi})$ where $cI(\varphi)$ is the closure of $\varphi$ (see [22] for detailed definition about closure) such that $A_{\varphi}$ accept exactly the set of trees satisfying $\varphi$. As shown in [22], the product of $A_{\varphi}$ and a Kripke structure $K$ simulates a run of $A_{\varphi}$ over the computation tree $\langle T_K, V_C \rangle$ of $K$. Intuitively, in order to construct $A_{\varphi}^i$ ($i \in [1, n]$), the algorithm first transforms every service $C_i$ to its equivalent Kripke structure $K_i$, and then it takes the following step inductively.

1) Construct the product of $A_{\varphi}$ and $K_i$. We denote the product by $A_{\varphi}^i$.
2) Repeat the following process: for every state of $A_{\varphi}^i$ which is not an initial state, if this state is associated with the Kripke structure $K_j$, compute the product of $A_{\varphi}^i$ and $K_j$ from this state. The process terminates and returns $A_{\varphi}^i$ when there are no new states of $A_{\varphi}^i$.

Let $K_i = (\Sigma^I \cup \Sigma^O, W_i, w_{in}^i, R_i, B_i, i \in [1, n]$. The set of Kripke structures of services in $\mathcal{C}$ is denoted by $\mathcal{K}$. Formally, following the steps above, we get an alternating word automaton $A_{\varphi}^i$ which is defined as $A_{\varphi}^i = (\Sigma^I_{\varphi}, W \times cI(\varphi), \langle w_{in}^i, s_{in}, \delta_{\varphi}, F_{\varphi}^i \rangle$, where

1) $\Sigma^I_{\varphi} = \{b, b_1, \ldots, b_n\}$ is the finite input alphabet.
2) $W \times cl(\varphi)$ is the set of states, where $W = W_1 \cup \cdots \cup W_n$.  
3) $\langle w, s_{in} \rangle$ is the initial state, where $w_{in}$ and $s_{in}$ are initial states of $K_1$ and $A_2$, respectively.  
4) The transition $\delta^T$ is defined as follows. For state $\langle w, s \rangle \in W \times cl(\varphi)$, where $w = \langle q, \sigma \rangle$ is a state of $K_j$ and $q$ is a state of $C_j$ (that is, $\langle w, s \rangle$ is associated with a state of $K_j$).  
   a) If $q$ is not a final state of $C_j$, Let $\text{succ}_{K_j}(w) = \{w_0, \ldots, w_{d(w) - 1}\}$ and $\delta^C(s, L(w), d(w)) = \theta$. We have $\delta^T_{\varphi}(w, s, b) = \theta'$, where $\theta'$ is obtained from $\theta$ by replacing each atom $(c, s')$ by the atom $(w_c, s')$.  
   b) otherwise, for every $j \in \{1, n\}$, let $\text{succ}_{K_j}(w_{in}) = \{w_0, \ldots, w_{d(w_{in}) - 1}\}$ (i.e. the set of all successors of initial state $w_{in}$ of $K_1$) and $\delta^C(s, L_j(w) \cup L_j(w_{in}), d(w_{in})) = \theta_1 (l \in \{1, n\})$. We have $\delta^T_{\varphi}(s, L_j(w) \cup L_j(w_{in}), d(w_{in})) = \theta'_1$, where $\theta'_1$ is obtained from $\theta_1$ by replacing each atom $(c, s')$ by the atom $(w_c, s')$.  
5) $F^\varphi = W \times F_{\varphi}$ is the acceptance condition of $A^\varphi$.

We show that there exists a composite service CS over services in library $C$ such that $CS|_{=} \varphi$ if and only if there exists at least one automaton in $\{A^\varphi_1, \ldots, A^\varphi_2\}$ which is nonempty.

Assume first that there exists a composite service $CS$ over services $C_i (i \in \{1, k\})$ in $C$ with interface functions $f_i (i \in \{1, k\})$ such that $CS|_{=} \varphi$. Let the computation tree of $CS$ be $(T, V)$. Then there is $(T, V) \models \varphi$. Recall that $(T, V)$ is a $\Sigma^T$-labeled tree, where $Q = \bigcup_{i=1}^{k} (Q_i \times \{i\})$. Since $A_2$ accepts exactly all the trees satisfying $\varphi$, $A_2$ accepts $(T, V)$. Thus there exists an accepting run $(T_r, r)$ of $A_\varphi$ over $(T, V)$. Recall that $T_r$ is labeled with $T \times cl(\varphi)$. Assume w.l.o.g. that the composite service $CS$ has start service $C_1$. We construct a tree $(T_r, r')$ which is labeled with $(\Sigma^T_1)^* \times W \times cl(\varphi)$ as follows. For every node $y \in T_r$ with $r(y) = (x, s)$, where $x \in T$ and $s \in cl(\varphi)$. Note that every service $C_i (i \in \{1, n\})$ has the same computation tree with its Kripke structure $K_i$. Let $x = x' \cdot (q, \sigma)$. If $q$ is not a final state of $C_i$, there exists a state $w$ of $K_i$ such that $V(x) = L_i(w)$; otherwise, there exists a state $w$ such that $V(x) = L_i(w) \cup L_{f_i}(q_{\text{in}}(q))$. From the definition of $A^\varphi_1$, it follows that there exists a sequence $z \in (\Sigma^T_1)^*$ with length $|x|$ such that $r'(y) = (z, w, s)$.

We show that $(T_r, r')$ is an accepting run of $A^\varphi_1$. In fact, since $F^\varphi_1 = W \times F_{\varphi}$, we only need to show that $(T_r, r')$ is a run of $A^\varphi_1$; acceptance follows from the fact that $(T_r, r')$ is accepting. Consider a node $y \in T_r$ with $r(y) = (x, s)$. Assume w.l.o.g. that $w$ is a state of $K_i$. When $w$ is not a final state of $K_i$, then we have $V(x) = L_i(x)$. Since $(T_r, r)$ is a run of $A_\varphi$, there exists a set of $\{\langle c_0, s_0 \rangle, \langle c_1, s_1 \rangle, \ldots, \langle c_{k-1}, s_{k-1} \rangle\}$ satisfying $\varphi$ such that $y$ has successors $y \cdot c_i$ and $r(y \cdot c_i) = (x \cdot c_i, s_i)$ ($i \in \{0, k - 1\}$). In $(T_r, r')$, by its definition, there exists $z \in (\Sigma^T_1)^*$ with length $|y|$ and its $k$ successor $z \cdot z_i$ where $z_i \in \Sigma^T_1 (i \in \{0, k - 1\})$ such that $r'(y) = (z, w, s)$ and $r'(y \cdot c_i) = (z \cdot z_i, w_{c_i}, s_i)$ ($i \in \{0, k - 1\}$). Let $\delta^\varphi_1(s, a) = \theta'$. By the definition of $\delta^\varphi_1$, the set $\{\langle w_{c_0}, q_0 \rangle, \langle w_{c_1}, q_1 \rangle, \ldots, \langle w_{c_{k-1}}, q_{k-1} \rangle\}$ satisfies $\theta'$. When $w$ is a final state of $K_i$, we can get the same result like above. Thus $(T_r, r')$ is a run of $A^\varphi_1$.

Assume w.l.o.g. that $A^\varphi_2$ is nonempty and accepts $z \in (\Sigma^T_1)^w$. We show that there exist one composite service $CS$ over services in $C$ such that $CS|_{=} \varphi$. Since $A^\varphi_2$ is nonempty, there exists an accepting run $(T_r, r)$ of $A^\varphi_2$. Recall that $(T_r, r)$ is labeled with $(\Sigma^T_1)^* \times W \times cl(\varphi)$. By its definition, $A^\varphi_2$ corresponds to a computation tree $(T, V)$ of composite service $CS$ with start service $C_1$. We can construct a tree $(T_r, r')$ which is labeled with $T \times cl(\varphi)$ as follows.

1) $r'(c) = (c, s_{in})$.  
2) For every node $y \cdot c \in T_r$ with $r'(y) = (x, s)$ and $r(y \cdot c) = (z, w, s')$, we have $r'(y \cdot c) = (x \cdot (q, \sigma), s')$, where $q$ is a state of $C_i$, such that  
   a) if $q$ is a final state of $C_i$, we have $V(x \cdot (q, \sigma)) = L_i(w) \cup L_{f_i}(q_{\text{in}}(q))$; otherwise  
   b) $V(x \cdot (q, \sigma)) = L_i(w)$.  
As in the previous direction, it is easy to see that $(T_r, r')$ is an accepting run of $A^\varphi_2$ over $(T, V)$, which means $(T, V)$ satisfies $\varphi$. Thus $CS$ satisfies $\varphi$.

We show that the algorithm above is a single-exponential algorithm. Firstly, $A^\varphi_2$ is an alternating Büchi tree automaton with $O(2^n)$ states [22]. For every $A^\varphi_1$, by its definition, $A^\varphi_1$ is an alternating Büchi word automaton with $|W \times cl(\varphi)|$ states, which means that the number of states of $A^\varphi_1$ is polynomial on the sum of numbers of states in $C$ and $|\varphi|$. By [23], we can check the nonemptiness of $A^\varphi_1$ in time exponential in number of states of $A^\varphi_1$. So $CS(C, \varphi)$ can be solved in single-exponential time when $\varphi$ is a CTL formula.

**Lemma 2.** $CS(C, \varphi)$ is EXPTIME-hard when $\varphi$ is a CTL formula.
Proof. We verify the EXPTIME-hardness by reduction from the synthesis problem for CTL with complete information which is EXPTIME-complete [13]. The reduction is similar to the reduction in Theorem 2 of [15] except that LTL formula are replaced by CTL formula.

**Theorem 1.** \( \text{CS}(\mathcal{C}, \varphi) \) is EXPTIME-complete when \( \varphi \) is a CTL formula.

Proof. It follows from the upper bound and lower bound of \( \text{CS}(\mathcal{C}, \varphi) \) obtained with Lemma 1 and Lemma 2 that \( \text{CS}(\mathcal{C}, \varphi) \) is EXPTIME-complete when \( \varphi \) is a CTL formula.

**Theorem 2.** \( \text{CS}(\mathcal{C}, \varphi) \) is 2EXPTIME-complete when \( \varphi \) is a CTL* formula.

Proof. We first give a double-exponential algorithm for \( \text{CS}(\mathcal{C}, \varphi) \). Given \( \mathcal{C} \) and a CTL* formula \( \varphi \), the algorithm first constructs an alternating Rabin tree automaton \( A_\varphi \) which accepts exactly all the trees satisfying \( \varphi \), where \( A_\varphi \) has \( O(|\varphi|) \) states and \( O(|\varphi|) \) pairs (see [22] for details about \( A_\varphi \)). Then the algorithm constructs \( n \) alternating Rabin word automaton \( A^1_\varphi, \ldots, A^n_\varphi \) using a similar approach in Lemma 1, where every \( A_i^j \) (\( i \in \{1, n\} \)) accepts exactly all the trees that satisfy \( \varphi \) in which every tree is a computation tree of a composite service with start service \( C_i \) (\( i \in \{1, n\} \)). We can show in the same way in Lemma 1 that there exists a composite service satisfying \( \varphi \) over services in \( \mathcal{C} \) if and only if there exists at least one nonempty \( A_i^j \). By [24], an alternating Rabin word automaton \( A \) can be transformed into a nondeterministic Rabin word automaton \( A' \) with \( 2^{O(|\varphi|)} \) states and \( 2^{O(|\varphi|)} \) pairs, where \( p \) is the number of states of \( A \) and \( q \) is the number of pairs of \( A \). By [24], checking the emptiness of a nondeterministic Rabin word automaton can be down in time polynomial on the number of states and exponential in the number of pairs. So \( \text{CS}(\mathcal{C}, \varphi) \) can be solved in double-exponential time when \( \varphi \) is a CTL* formula.

Next we verify the 2EXPTIME-hardness by reduction from the synthesis problem for CTL* with complete information, which is 2EXPTIME-complete [13]. The reduction is similar to the reduction in Theorem 2 of [15] except that LTL formula is replaced by CTL*. Thus \( \text{CS}(\mathcal{C}, \varphi) \) is 2EXPTIME-complete when \( \varphi \) is a CTL* formula.

5 Environment-controllable synthesis of composite services

In this section, we investigate how to handle the failure in the synthesis of composite services. In \( \text{CS}(\mathcal{C}, \varphi) \), the synthesis fails if there exists no composite service over any part of services in \( \mathcal{C} \) which satisfies \( \varphi \). Fortunately, we find that we can cope with this situation by restricting the environment’s output behaviors. The idea is simple yet reasonable. Since component services proceed according to their business protocols, we can’t block their output messages when they receive messages from environment. But we can restrict the output behavior of environment (i.e. the input messages of services or users) such that the interaction sequences not satisfying \( \varphi \) are avoided. We illustrate this idea by an explanatory example.

**Example 1.** Consider a travel agent TA for planning a trip to Disney World including a round trip ticket and ticket for Disney World. There are two services FB and DR already in place for booking flight tickets and reserving tickets for Disney World, respectively.

Figure 1 shows the behavior protocols of FB (see Figure 1(a)) and DR (see Figure 1(b)). FB is a service intended to provide discounted flight tickets. Specifically, after receiving the request for booking flights (\(?fReq\)), it returns an offer if there are flights available (\(!fInfo\)); otherwise, it tells the user that there are no available flight tickets (\(!nTicket\)). For the first case, FB tells the user that the booking successes (\(!fPaid\)) after the user pays for the ticket (\(?fPay\)) or the booking fails (\(!fFailed\)) when the user rejects the offer (\(?fRej\)). According to its business protocol, FB don’t support refund of tickets since it only provides discounted tickets.

For DR, after receiving the request for reserving tickets for Disney World (\(?dReq\)), DR returns the price of tickets (\(?dPrice\)). DR provides users two options for payment. (1) It sells users discounted tickets which are nonrefundable (\(!dPaidDiscount\)) when receiving the payment immediately (\(?dPayDiscount\)). (2) Alternatively, it reserves full priced tickets for users (\(!dAdvPaided\)) when they pay in advance by credit card (\(?dAdvPay\)). In case of (2), when receiving the request for canceling the reservation (\(?dCancel\)), DR
tells users that the tickets are refunded (!dRefund). When the tickets are used, DR will receive the payment(!dPayFull) from users.

Since TA is intended to sell a trip to Disney World, we need to synthesize TA from FB and DR such that users can book both flight and tickets for Disney World or book none of them. In [16], we discussed this kind of correctness constraints which belong to safety properties and can be represented by CTL formula. Now we illustrate why and how we can restrict the outputs of users (i.e. the environment) to handle the violation of correctness constraints by TA.

Figure 1(c) shows a part of computation tree of TA where TA is synthesized from FB and DR through the interface functions represented as dotted lines in Figure 1. It is easy to see that the path composed of bold edges characterizes an undesirable scenario in which the user buys a nonrefundable flight ticket but canceled his ticket for Disney World. In order to avoid this scenario, the user should be informed that if he/she uses TA to book a trip to Disney, he can’t cancel the ticket for Disney World when he has bought the flight tickets, since he can’t get the money for flight tickets back. That is, the output of message of the user for canceling the ticket for Disney World is restricted.

In the rest of this section, we provide an formal investigation of the restriction to the environment’s output behaviors to cope with synthesis failure in CS(\(C, \varphi\)).

Recall that, in CS(\(C, \varphi\)), a composite service CS satisfies formula \(\varphi\) if and only if its computation tree \((T, \tau)\) satisfies \(\varphi\). Assume that CS enters state \(q_k\) after reading input sequence \(\sigma_k\) and CS can read input \(\sigma'_1, \ldots, \sigma'_i\) in state \(q_k\). At this moment, if the environment is not allowed to output \(\sigma'_i\), all the subtrees whose root is one of nodes in \(\{[\bar{\sigma}_k, q_k], ([\sigma_1, q], q) \in \delta(\bar{q}_k, \sigma'_i)\}\) should be pruned from the \((T, \tau)\), where \(\delta\) is the transition function of CS. Moreover, the environment cannot block the composite service; that is at least one of alphabet in \(\{\sigma'_1, \ldots, \sigma'_i\}\) should be provided by the environment. In this paper, we use the notion of execution tree in [25] to characterize how to prune nodes of computation tree. Intuitively, an execution tree is obtained from the computation tree \((T, \tau)\) by replacing the labels of nodes pruned in \((T, \tau)\) by \(\bot\). In doing so, the execution tree has the same shape with computation tree with difference only in their labeling.

Let \(C = (\Sigma^I, \Sigma^O, Q, q_{in}, \delta, \gamma, F)\). The computation tree \((T, \tau)\) of \(C\) is a \(\Sigma^O \cup \Sigma^I\)-labeled \(Q \times \Sigma^I\)-tree. Formally, an execution tree of \(C\) is a \(\Sigma^O \cup \Sigma^I \cup \{\bot\}\)-labeled \(Q \times \Sigma^I\)-tree, denoted by \((T, \tau')\), where

1) \(\tau'(\langle q_{in}, \varepsilon \rangle) = \tau(\langle q_{in}, \varepsilon \rangle)\).

2) For every node \([\bar{y}_k, \bar{\sigma}_k] \in T\), we have \(\tau'([\bar{y}_k, \bar{\sigma}_k]) = \tau([\bar{y}_k, \bar{\sigma}_k])\) if \(\tau'([\bar{y}_k, \bar{\sigma}_k]) \neq \bot\); otherwise, all the successors of \(([\bar{y}_k, \bar{\sigma}_k])\) are labeled with \(\bot\).

3) For each node \([\bar{y}_k, \bar{\sigma}_k] \in T\), if \(\tau'([\bar{y}_k, \bar{\sigma}_k]) \neq \bot\), there is at least one successor not labeled with \(\bot\).

**Problem statement.** In the rest of the section we shall study the following environment-controllable synthesis problems, referred to as LCS(\(C, \varphi\)). Given a library \(\mathcal{C}\) of component services and a temporal logic formula \(\varphi\), LCS(\(C, \varphi\)) is to determine whether or not there exists a composite service CS over (part of) services in \(\mathcal{C}\) such that there exists an execution tree of CS satisfying \(\varphi\).
We establish the complexity bounds of LCS(\mathcal{C}, \varphi) when \varphi is a CTL/CTL* formula.

**Lemma 3.** LCS(\mathcal{C}, \varphi) can be solved in single-exponential time when \varphi is CTL logic formula.

**Proof.** We develop an EXPTIME algorithm for LCS(\mathcal{C}, \varphi). Given \mathcal{C} and \varphi, the algorithm first constructs \(n + 1\) nondeterministic Büchi tree automaton \(N^\mathcal{C}_1(i \in [1, n])\) and \(N^\varphi\), where every \(N^\mathcal{C}_i(i \in [1, n])\) accepts exactly all the execution trees of all composite services with start service \(C_i(i \in [1, n])\), and \(N^\varphi\) accepts the set of trees that satisfy \(\varphi\). Thus there exists a composite service CS over \(\mathcal{C}\) such that there exists an execution tree of CS satisfying \(\varphi\) if and only if there exists a \(N^\mathcal{C}_i(i \in [1, n])\) such that the intersection of \(N^\mathcal{C}_i\) and \(N^\varphi\) is nonempty.

Given \(\mathcal{C} = \{C_1, \ldots, C_n\}\), where \(C_j = (\Sigma^I, \Sigma^O, Q_j, q^j_0, \delta_j, \gamma_j, F_j)(j \in [1, n])\), and \(\varphi\), formally, \(N^\mathcal{C}_1 = (\Sigma, D, Q, (q^1_{in}, \top), \delta, F)\), where

1. \(\Sigma = \Sigma^I \cup \Sigma^O \cup \{\bot\}\).
2. \(D = \bigcup_{i=0}^{n} \{d(q) \mid q \in Q_i\}\). That is, \(D\) contains all the branching degrees of services in \(\mathcal{C}\).
3. \(Q = \bigcup_{i=1}^{n} Q_i \times \{\top, \bot, \bot\}\) in \(N^\mathcal{C}_1\). Thus, each state \(q\) of every service in \(\mathcal{C}\) corresponds to three states \((q, \top), (q, \bot), (q, \bot)\) in \(N^\mathcal{C}_1\). Intuitively, when \(N^\mathcal{C}_1\) is in state \((q, \top)\), it can read only the letter \(\bot\). When \(N^\mathcal{C}_1\) is in state \((q, \bot)\), it can only read letters in \(\Sigma^I \cup \Sigma^O\). Finally, when \(N^\mathcal{C}_1\) is in state \((q, \bot)\), it can read both letters in \(\Sigma^I \cup \Sigma^O\) and \(\{\bot\}\).

4. \((q^1_{in}, \top)\) is an initial state.

5. The transition function \(\delta: Q \times \Sigma \times D \rightarrow 2^Q\) is defined as follows. Let \((q, b)\) be a state in \(Q_j \times \{\top, \bot, \bot\}\). When \(q\) is not a final state of \(C_j\), suppose that \(C_j\) can read input \(c_1, \ldots, c_i\) in state \(q\) and \(\text{succ}_{C_j}(q) = (q_1, q_2, \ldots, q_k)(k \geq l)\).

(a) For \(b \in \{\top, \bot\}\), we have \(\delta((q, b), b, \bot, k) = \{(q_1, \bot), (q_2, \bot), \ldots, (q_k, \bot)\}\).

(b) For \(b \in \{\top\}\), \(\delta((q, b), \gamma_j(q), k)\) is a collection of \(l\) \(k\)-tuple \(\alpha_1, \ldots, \alpha_k\), i.e. \(\delta((q, b), \gamma_j(q), k) = \{\alpha_1, \ldots, \alpha_k\}\).

(c) For \(b \in \{\top, \bot\}\), \(\delta((q, b), \bot, k)\) is a collection of \(n\) \(m\)-tuple \(\beta_1, \ldots, \beta_n\). (Recall that \(n = |\mathcal{C}|\)). Here \(\beta_i = (q^i_1, \bot, \ldots, q^i_{m}, \bot)\), where \(q^i_1, q^i_2, \ldots, q^i_{m}\) are all successors of initial state \(q^i_{in}\) of service \(C_i\).

(d) For \(b \in \{\top, \bot\}\), \(\delta((q, b), r_j(q), m)\) is a collection of \(n \cdot l\) \(m\)-tuples. Let \(\delta((q, b), r_j(q), m) = \{t_1, t_2, \ldots, t_n\}\) where \(t_i = \delta((q^i_{in}, b), r_i(q^i_{in}), m)\) is a set of \(l\) \(m\)-tuples which is computed in the same way in (b).

From the definition of acceptance of tree by a nondeterministic tree automaton, (a) and (c) above ensure that for every node \(v\) of trees accepted by \(N^\mathcal{C}\), if \(v\) is labeled with \(\bot\), all of its successors are labeled with \(\bot\); and (b) and (d) above prevent the environment from blocking the composite service. Obviously, \(N^\mathcal{C}_1\) accepts exactly all execution trees of composite services with start service \(C_i\). Let \(p\) be the maximal number of states of services in \(\mathcal{C}\). It is easy to see that \(|Q| \leq 3np\).

Recall that a node labeled with \(\bot\) of an execution tree stands for a node that actually does not exist. Accordingly, when interpreting CTL formulas over execution trees, we should treat a node labeled with \(\bot\) as a nonexistant node. To this end, we use the approach in [25] to define a function \(g(\psi)\) such that, for every CTL formula \(\psi\), \(g(\psi)\) restricts path quantification to paths that never visit a state labeled with \(\bot\). When \(\psi\) is a CTL formula, the formula \(g(\psi)\) may be not a CTL formula. But its path formulas have either a single linear-time operator or two linear-time operators connected by a Boolean operator [25]. By [26], such formulas have a linear translation to CTL. We don’t give the definition of \(g\) here due to the paper space limitation. Readers can refer to [25] for details.

So let \(N^\mathcal{C}\) be the Büchi tree automaton accepting exactly all the trees satisfying \(g(\varphi)\). As discussed above, there exists a composite service CS over services in \(\mathcal{C}\) such that there exist an execution tree of CS satisfying \(\varphi\) if and only if there exists at least one automaton in \(\{N^\mathcal{C}_i \mid i \in [1, n]\}\) such that the interaction with \(N^\varphi\) is nonempty. Equivalently, we have to test every \(N^\mathcal{C}_i \times N^\varphi (i \in [1, n])\) for emptiness. By [27], \(N^\varphi\) is a nondeterministic Büchi tree automaton and its number of states is exponential in \(|\varphi|\). So \(N^\mathcal{C}_i \times N^\varphi\) is also a nondeterministic Büchi tree automaton and its number of states is exponential in \(|\varphi|\) and
Lemma 4. LCS(\mathcal{C}, \varphi) is EXPTIME-hard when \varphi is a CTL formula.

Proof. We verify the EXPTIME-hardness by reduction from the satisfiability for CTL, which is EXPTIME-complete [28]. Given a CTL formula \varphi, we construct a library \mathcal{C} composed of only one service \mathcal{C}_1 and CTL formula \psi such that there exists a composite service \mathcal{C}_1 such that there exists a execution tree of CS satisfying \psi if and only if \varphi is satisfiable.

Assume that \varphi has \(l - 1\) existential quantifiers and \(m\) atomic propositions \(p_1, \ldots, p_m\). Let \(P = \{p_1, \ldots, p_m\}\). By the sufficient branching-degree property of CTL, \varphi is satisfiable if and only if there exists a \(2^P\)-labeled tree of branching degree \(l\) satisfying \varphi [29]. \(C_1 = (\Sigma^I, \Sigma^O, Q, q_0, \delta, \gamma, F)\) is defined as follows.

1) The state set \(Q = \{q_1, q_1', \ldots, q_m, q_m'\}\).
2) The initial state \(q_0 = q_1\).
3) The input alphabet \(\Sigma^I = \{b_1|l \in [1, m + 1]\} \cup \{\emptyset\}\).
4) The output alphabet \(\Sigma^O = P \cup \{e\}\), where \(e \notin P\).
5) The transition function \(\delta\) is defined as follows: for every \(q_i \in Q\), we have \(\delta(q_i, \emptyset) = q_j(i, j \in [1, l])\) and \(\delta(q_i, b_j) = q_i'(i \in [1, l], j \in [1, m + 1])\), \(\delta(q_i, \emptyset) = q_i(i \in [1, l])\), and \(\delta(q_i', \emptyset) = q_i'(j \in [1, m + 1])\).
6) The output function \(\gamma\) is defined as follows: for every \(q_i \in Q\), we have \(\gamma(q_i) = \{e\}(i \in [1, l])\), \(\gamma(q_i') = p_j, (j \in [1, m])\), and \(\gamma(q_m') = \emptyset\).
7) The set of final state \(F = \{q_2, q_3, \ldots, q_l\}\).

Intuitively, from the definition of \(C_1\), it follows that (a) every state \(q_i\) has \(q_i', \ldots, q_m, q_m'\) as successors; (b) \(C_1\) outputs \(p_i\) in state \(q'_i\) (\(i \in [1, m]\)), and outputs nothing in state \(q_m'\); and (c) \(C_1\) enters states \(q'_i\) only exactly after it reads \(b_j(i \in [1, m + 1])\) from the environment. Let \((T, V)\) be the computation tree of \(C_1\) and let \((T, \tau)\) be an execution tree of \(C_1\). Then we can obtain a tree \((T, \tau)\) with branching degree \(l\) from \((T, \tau)\) such that

1) \(T_1 \subseteq T\) and for every node \((\delta_k, \bar{q}_k) \in T_1\), all states appearing in \(\bar{q}_k\) only come from the set \(\{q_1, q_2, \ldots, q_l\}\).
2) For node \(v = v' \cdot (q_k, \sigma) \in T_1\), let all the successors of \(v\) be \(v_1, \ldots, v_k(k \leq m)\) which are all labeled with propositions in \(P\). Then \(\tau(v) = \bigcup_{i=1}^{k} \tau(v_i)\).

Intuitively, it is easy to see that \(v\) is labeled with \(p_i \in P\) if and only if there is one successor of \(v\) in \((T, \tau)\) labeled with \(p_i\). So we now have to define \(\psi\) such that whenever the formula \(\varphi\) refers to \(p_i\), the formula \(\psi\) will refer to \(\exists \gamma(p_i, \tau)\). In addition, the path quantification in \(\psi\) should be restricted to computations of \((T_1, \tau)\); that is, to paths that never meet \(\perp\). We obtain \(\psi\) from \(g(\varphi)\) by replacing each \(p_i\) in \(g(\varphi)\) by \(\exists \gamma(p_i, \tau)\) where the function \(g\) is used to restrict path quantification to paths that never visit a state labeled with \(\perp\).

Since the library \(C_1\) is only composed of one service \(C_1\), from the definition of composite service, there is only one composite service CS over \(C\) with the interface function \(f(q_0) = 1\) for each final state \(q_f\) of \(C_1\). Obviously, CS and \(C_1\) have the same computation tree. So we need only to show that \(\varphi\) is satisfiable if and only if there exists an execution tree \((T, \tau)\) of \(C_1\) satisfying \(\psi\). Assume that \(\varphi\) is satisfiable. According to the sufficient branching-degree property of CTL, there exists a labeling function \(\tau_1\) such that \((T_1, \tau_1)\) satisfies \(\varphi\). Then we can define an execution tree \((T, \tau)\) as follows: for a node \(v \in T_1\) and every successor \(v' \cdot (q_i', b_j)\) of \(v\) in \(T_1\), \(\tau(v' \cdot (q_i', b_j)) = \perp\) if \(p_i \notin \tau_1(v)\) (\(i \in [1, m]\)) and \(\tau(v' \cdot (q_m', b_{m+1})) = \perp\) if no \(p_i\) (\(i \in [1, m]\)) is in \(\tau_1(v)\). From the discussion above, it is easy to see that \((T, \tau)\) satisfies \(\psi\). Assuming now that there exists an execution tree \((T, \tau)\) of \(C_1\) satisfying \(\psi\), we can get the tree \((T_1, \tau_1)\) satisfying \(\varphi\) as discussed above. Obviously, by the sufficient branching-degree property of CTL, \(\varphi\) is satisfiable.

Theorem 3. LCS(\mathcal{C}, \varphi) is EXPTIME-complete when \varphi is a CTL formula.

Proof. It follows from the upper bound and lower bound of LCS(\mathcal{C}, \varphi) obtained with Lemma 3 and Lemma 4 that LCS(\mathcal{C}, \varphi) is EXPTIME-complete when \(\varphi\) is a CTL formula.
Theorem 4. LCS(\(C, \varphi\)) is 2EXPTIME-complete when \(\varphi\) is a CTL* formula.

Proof. We first give a double-exponential algorithm for LCS(\(C, \varphi\)). Given \(C\) and a CTL* formula \(\varphi\), the algorithm first constructs the same \(n\) nondeterministic Büchi tree automaton \(N_C(i \in [1, n])\) and \(N_\varphi\) as in Lemma 3, except that \(N_\varphi\) is a nondeterministic Rabin automaton where the number of states of \(N_\varphi\) is double-exponential in \(|\varphi|\) and the number of pairs of \(N_\varphi\) is exponential in \(O(|\varphi|)\) [30, 31]. By [11, 31], the nonemptiness problem of every \(N_C(i \in [1, n]) \times N_\varphi\) can be solved in double-exponential time in \(O(|\varphi|)\), which gives us an algorithm of double-exponential time complexity on \(|\varphi|\). Next we verify the 2EXPTIME-hardness by reduction from the satisfiability problem for CTL*, which is 2EXPTIME-complete [32]. The reduction is similar to the reduction in Lemma 4. Thus LCS(\(C, \varphi\)) is 2EXPTIME-complete when \(\varphi\) is a CTL* formula.

6 Conclusions

We have provided a formal treatment of the synthesis of composite service from branching logic CTL and CTL*, a problem about synthesizing a composite service from a given services library such that the composite service satisfies the correctness specified by CTL/CTL* formula. Furthermore, for the case of synthesis failure, we discuss the problem of how to restrict output behaviors of the environment to make synthesis successful. We establish the complexity bounds for these two problems and show that these two problems are both EXPTIME-complete and 2EXPTIME-complete for CTL and CTL*, respectively. There is much work to be done. We would like to develop efficient heuristic algorithms for synthesis. We also expect that practical PTIME cases can be identified in certain specific application domains.
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