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Abstract

Speech recognition is improved when complementary visual information is available, especially under noisy acoustic conditions. Functional neuroimaging studies have suggested that the superior temporal sulcus (STS) plays an important role for this improvement. The spectrottemporal dynamics underlying audiovisual speech processing in the STS, and how these dynamics are affected by auditory noise, are not well understood. Using electroencephalography, we investigated how auditory noise affects audiovisual speech processing in event-related potentials (ERPs) and oscillatory activity. Spoken syllables were presented in audiovisual (AV) and auditory only (A) trials at three different auditory noise levels (no, low, and high). Responses to A stimuli were subtracted from responses to AV stimuli, separately for each noise level, and these responses were subjected to the statistical analysis. Central ERPs differed between the no noise and the two noise conditions from 130 to 150 ms and 170 to 210 ms after auditory stimulus onset. Source localization using the local autoregressive average procedure revealed an involvement of the lateral temporal lobe, encompassing the superior and middle temporal gyrus. Neuronal activity in the beta-band (16 to 32 Hz) was suppressed at central channels around 100 to 400 ms after auditory stimulus onset. Source analysis of the beta-band effect using linear beamforming demonstrated an involvement of the STS. Our study shows that auditory noise alters audiovisual speech processing in ERPs localized to lateral temporal lobe and provides evidence that beta-band activity in the STS plays a role for audiovisual speech processing under regular and noisy acoustic conditions.
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Introduction

In social settings we often encounter degraded speech signals, e.g., because of environmental noise or imprecise pronunciation of a speaker, which can make these signals difficult to comprehend. Previous studies have shown that listeners benefit from visual information (i.e., viewing lip movements), especially when auditory speech is degraded (e.g., Bernstein et al., 2004; Ross et al., 2007a, 2007b; Sumby and Pollack, 1954). Furthermore, a vast amount of literature has implicated the superior temporal sulcus (STS) as a key region for integrative multisensory processing (e.g., Beauchamp et al., 2004; Calvert et al., 2000; Lee and Noppeney, 2011; Stevenson and James, 2009). In addition, an important role of oscillatory brain activity for multisensory processes has been recently proposed (Kayser and Logothetis, 2009; Schroeder et al., 2008). This raises the question whether degradation of sensory signals modulates oscillatory responses in STS during audiovisual speech processing.

Functional magnetic resonance imaging (fMRI) studies have demonstrated a crucial role of the STS in multisensory processing of speech (Abrams et al., 2012; Callan et al., 2004; Calvert et al., 1997, 2000; Miller and D’Esposito, 2005; Nath and Beauchamp, 2011; Wright et al., 2003) and non-speech stimuli (Beauchamp et al., 2004; Noesselt et al., 2007; Werner and Noppeney, 2010). Compelling evidence for the functional significance of the STS in multisensory speech processing comes from a recent transcranial magnetic stimulation study, which shows that disruption of STS activity reduces the occurrence of the McGurk effect (Beauchamp et al., 2010). Moreover, a recent fMRI study demonstrated that connectivity between the auditory and visual cortex with the STS is dynamically modulated by the reliability of audiovisual speech (Nath and Beauchamp, 2011). Degradation of the auditory component of an audiovisual stimulus led to reduced connectivity between STS and auditory cortex, whereas degradation of the visual component reduced connectivity between STS...
and visual cortex. In another fMRI study it was investigated whether degradation of audiovisual speech signals alters STS activation (Stevenson and James, 2009). A stronger BOLD response was found for degraded audiovisual speech compared to degraded speech in bilateral STS. Together, these studies suggest a functional significance of the STS for multisensory speech processing and that noise alters neuronal activity in the STS during audiovisual speech processing.

Further evidence for an involvement of the auditory cortex in audiovisual speech processing comes from an event-related potential (ERP) study employing non-degraded audiovisual speech (Besle et al., 2004). Comparing the ERP to bimodal stimuli with the summed ERP to unisensory auditory and unisensory visual stimuli, Besle et al. (2004) observed an amplitude reduction of the auditory N1 component (~120–150 ms), which is likely to be, at least in part, generated in the supratemporal auditory cortex (Pantev et al., 1991; Verkindt et al., 1995). Using the same experimental paradigm as Besle et al. (2004), a more recent human intracranial ERP study found that viewing lip movements activates secondary auditory cortex (Besle et al., 2008). Moreover, this study demonstrated audiovisual interactions in the superior temporal lobe. Along the same lines, a magnetoencephalography (MEG) study investigating event-related fields during audiovisual speech processing found differences in source strength between bimodal audiovisual responses and the summed unimodal responses from 150 to 200 ms after auditory onset in the supratemporal auditory cortices (Möttönen et al., 2004). At a longer latency of 250 to 600 ms, the audiospatial response showed a reduction in amplitude compared to summed unimodal responses in the ventral bank of the right STS. In summary, these studies suggest that multisensory processing of audiovisual speech signals occurs at earlier (~100–200 ms) and longer latencies (>200 ms).

Recently, it has been proposed that oscillatory activity is an important neural mechanism underlying multisensory integration (Senkowski et al., 2008), including audiovisual speech processing (Schroeder et al., 2008). Besides phase-locking and phase-resetting of oscillatory activity in the auditory cortex (Luo et al., 2010) and STS (Arnal et al., 2011), modulations of oscillatory power in these structures have been shown to reflect multisensory processing of speech (Chandrasekaran and Ghazanfar, 2009; Ghazanfar et al., 2008). In the present electroencephalography (EEG) study, we addressed how auditory noise affects the power of oscillatory responses in STS during audiovisual speech processing. We applied source estimation algorithms to investigate the spatiotemporal dynamics underlying the processing of audiovisual syllables at different levels of auditory stimulus degradation in ERPs and oscillatory responses in a target detection task. The responses to unimal audiovisual stimuli were subtracted from the responses to corresponding bimodal audiovisual stimuli, in which the visual input did not contain any syllable specific information. The subtraction was done separately for each noise level and the resulting differences were compared across conditions. With respect to oscillatory activity, we focused on investigating beta-band activity (BBA, 13–30 Hz) and gamma-band activity (GBA, >30 Hz). Our study revealed that auditory noise modulates ERPs in the lateral temporal lobe and BBA in the STS during multisensory speech processing.

Methods

Participants

Twenty-three right-handed native-German speakers with normal or corrected-to-normal vision and normal hearing participated in the study. Data from three participants were discarded due to extensive eye movements or strong muscle artifacts. The age of the remaining 20 participants (eleven female) ranged from 20 to 27 years (mean = 23 years). All participants provided informed written consent and were paid for participation. The experiment was conducted in accordance with the Declaration of Helsinki.

Procedure and stimuli

The experiment comprised six experimental conditions: Three unimodal auditory (A) conditions (no, low and high noise) and three bimodal audiovisual (AV) conditions (no, low and high noise in the auditory signal plus a face voicing speech; see Fig. 1). In each experimental block, trials from the six conditions were presented randomly with inter-trial intervals ranging from 1000 to 1400 ms (mean 1200 ms). The stimuli consisted of three syllables: /da/, /ga/ and /ta/. The participants were instructed to press a button as fast and accurate as possible when detecting the target syllable, which was specified before each block, and to fixate the lips of the speaker. The target syllable could occur in any of the six conditions. The syllables /da/, /ga/ and /ta/ were equally designated as target syllable over the presented 21 blocks. Within each block the target probability was lower (23%) than the probability of the two standards (each 38.5%) to obtain a higher number of trials that were entered to the EEG analysis. For each experimental condition, 390 trials were presented across all blocks. Only standard stimuli not followed by a button press were included in the analysis of EEG data.

Three syllables, /da/, /ga/ and /ta/, were voiced by a female speaker and the auditory signal had a length of 270 to 290 ms (sampled at 44.1 kHz). To edit the auditory sound files we used Cool Edit Pro (Adobe Systems). The syllables were presented with 65 dB SPL from a central speaker, which was placed below the screen. In the conditions with auditory noise, the syllables were degraded by adding noise, which was generated as follows: First, the temporal power distribution as the smoothed, rectified auditory signal (convolution with a hanning window with a temporal width of 5.7 ms) and the spectral power distribution as the smoothed power spectrum (convolution with a hanning window of a spectral width of 630 Hz) were estimated. This was done for each syllable separately. Next, syllable-specific noise with corresponding spectral and temporal power distributions was generated. Finally, to generate stimuli with different levels of degradation, noise and syllables were added with different relative weights while keeping the total power constant. To ensure that participants did not learn to recognize a certain pattern in the noise, a different realization of the noise was randomly presented for each of the two selected noise levels. The degree of auditory stimulus degradation for low and high noise inputs was individually determined in a behavioral pre-study as described below. This procedure resulted in the use of stimuli with the following relative weights of
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**Fig. 1.** Illustration of a bimodal audiovisual trial (left) and a unimodal auditory trial (right). The motion onset preceded the auditory onset by 230 ms in the audiovisual trials. Auditory stimuli consisted of the syllables /da/, /ga/ and /ta/. Participants were instructed to detect a target syllable (i.e. one of the three syllables), which alternated between experimental blocks.
noise compared to signal: /da/ low noise = 0.55 ± 0.04 (mean ± STD), high noise = 0.64 ± 0.05; /ga/ low noise = 0.57 ± 0.04, high noise = 0.66 ± 0.06; /ta/ low noise = 0.67 ± 0.05, and high noise = 0.78 ± 0.06. Thus, a stronger degradation of the syllable /ta/ was necessary to reveal the same performance as for the syllables /da/ and /ga/.

We presented short video clips of a female speaker showing the mouth and part of the nose (Fig. 1). The clips were edited using Adobe Premiere. The images had a size of 4 by 4 degrees visual angle. In the bimodal conditions, the visual motion onset preceded the onset of the auditory signal by 230 ms. The clips had a total duration of 660 ms, consisting of 20 different frames with durations of 33 ms each resulting in a presentation rate of 30 frames per second (CRT monitor refresh rate was 150 Hz). Importantly, images that were averaged for each frame separately over the three syllables (/da/, /ga/, /ta/) served as visual input. Since the same clip was presented in the bimodal conditions for all three syllables, the visual input by itself did not contain any syllable-specific information. In the unimodal auditory conditions and during inter-trial intervals a static face with closed lips was presented. For the presentation of the stimuli we used the software Presentation® (NeuroBehavioral Systems) and a Nvidia GeForce 6800 graphics card and a Creative Sound Blaster Audigy2 sound card.

Behavioral pre-study

Prior to the experiment, each participant underwent a behavioral pre-study in which two auditory noise levels were determined individually for each of the three syllables. Unimodal auditory stimuli at seven noise levels – preselected based on pilot data – were presented via a centrally located speaker. During the pre-study a face with closed lips was shown on the screen. Participants were instructed to fixate the lips of the face and to detect the designated acoustic target syllable. They were instructed to press a button as fast and accurate as possible when they detected the target syllable. Across blocks the three syllables were equally often presented as targets at the preselected noise levels. For each subject we selected those degraded syllables that yielded target detection rates of about 60% and 90% for the high noise and low noise condition in the main experiment.

Data analysis

Data analysis was performed in Matlab 7.3.0 (Mathworks Inc., Natick, MA) using the open source toolboxes EEGLAB (http://sccn.ucsd.edu/eeglab, Swartz Center for Computational Neuroscience, La Jolla, CA) and FieldTrip (http://fieldtrip.fcdonders.nl/, Oostenveld et al., 2011). Follow-up t-tests were conducted if significant effects were found in the planned ANOVAs or running F-tests. Unless otherwise stated, false discovery rate (FDR) correction at q = 0.05 (Benjamini and Hochberg, 1995) was used to correct for multiple comparisons. We report both the original F or t statistic in the form F(num df, den df), t(df) and the adjusted p-values based on the Benjamini and Hochberg procedure as p_FDR (Mass Univariate ERP Toolbox; Groppe et al., 2011).

Analysis of behavioral data

For the combined analysis of hit rate and false alarm rate, d-prime values were calculated and compared across conditions (Green and Swets, 1966). The analysis of RTs was based on the correct responses to target stimuli. Trials with RTs ranging between 170 ms and 970 ms after auditory onset (for each subject and condition) were subjected to further analysis of the behavioral data. This criterion led to the inclusion of 99% ± 1% (mean ± STD) of trials with correctly identified targets. Statistics for d-prime values and RTs were performed separately using two-way ANOVAs with factors of modality (AV, A) and auditory noise (no, low, and high). An ANOVA using the same factors was also computed for the hit rate (i.e. correctly identified targets).

Acquisition and analysis of scalp level EEG data

The EEG was recorded from 126 scalp electrodes mounted into an elastic cap and two EOG electrodes referenced to the nose with a passive electrode system (Falk Minow Services, Herrsching, Germany). Data were band-pass filtered from 0.016 to 250 Hz during recording and digitized with a sampling rate of 1000 Hz using BrainAmp amplifiers (BrainProducts, Munich, Germany). Moreover, data were low-pass filtered off-line at 120 Hz and high-pass filtered at 0.2 Hz with two-way least-squares finite impulse response (FIR) filtering before down sampling to 500 Hz. For the analysis, data were epoched from −730 ms before to 770 ms after sound onset. Trials containing high-frequency muscle artifacts were removed manually. In addition, noisy channels were linearly interpolated. A maximum of two channels was interpolated per participant and overall only three participants required channel interpolation. In the next step, data were re-referenced to average reference (excluding EOG channels) and trials containing amplitudes of more than ±100 μV in the time range of −430 ms before to 520 ms after sound onset were rejected automatically. This led to the rejection of 21% ± 13% (mean ± STD) trials. Finally, an independent component analysis (ICA) was applied on the data, using the extended infomax ICA algorithm with a weight change < 10^-7 as stop criterion (Bell and Sejnowski, 1995). Independent components representing artifacts related to eye blinks, horizontal eye movements, and electrocardiographic activity were removed from the data.

For the analysis of ERPs, a baseline from −200 ms to −100 ms before visual motion onset in the bimodal AV conditions was computed and subtracted from the data before the analysis. The same time window was used as baseline in the unimodal auditory conditions. For the statistical analysis, the unimodal conditions were subtracted from the respective bimodal conditions (i.e., AVno-noise minus AVlow noise, AVlow noise minus AVhigh noise, AVhigh noise minus AVno-noise). ANOVAs were performed with factors of modality (AV, A) and noise level (no, low, high) and the resulting differences were compared with each other. The reasoning behind our approach is that the auditory input, which differs between the three noise levels, is removed in these differences. The statistical analysis was carried out on averaged potentials across electrodes of seven ROIs: left/right frontal, central, left/right temporal and left/right occipital (Fig. 2). For the statistical analysis of ERPs, running F-tests were conducted for the time-window of 50 to 250 ms after auditory onset for each ROI on the difference ERPs (i.e. AV − A). The time window from 50 to 250 ms was selected because it encompasses the auditory P50, N100 and P200 components (e.g., Talsma and Woldorff, 2005; Tavabi et al., 2007). Data were averaged over 20 ms time bins to increase the statistical power (of multiple comparison corrected tests) by reducing the number of comparisons. To correct for the number of statistical tests the p-values were FDR corrected.

Fig. 2. Regions of interest (ROIs) for the analysis of ERPs and total oscillatory responses. The seven ROIs are labeled in accordance with their topographic distribution (left/right frontal, central, left/right temporal and left/right occipital).
at q = 0.05, using the procedure introduced by Benjamini and Hochberg (1995). In total, 70 tests were conducted (i.e., 7 ROIs × 10 time bins). Follow-up t-tests were performed only for those ROI-time-bins where running F-tests showed significant main effects of auditory noise. A single FDR correction (q = 0.05) was performed for the number of t-tests.

For the analysis of total power, which contains both the phase-locked and non-phase-locked oscillatory signal, data were transformed into time–frequency space. The data for frequencies from 4 to 40 Hz were analyzed using the ‘multitaper method’ based on Sleipan sequences as tapers (number of tapers = 1) with a frequency smoothing of Δf = ± 4 Hz (4–40 Hz) and sliding windows with a length of Δt = 250 ms, applied in steps of 10 ms (−430 ms before to 520 ms after sound onset). Next, the power was estimated using Fourier transformation and the resulting data were averaged over trials (Mitra and Pesaran, 1999). Based on the observed BBA suppression pattern over conditions in the AV–A signal (t-tests activity vs. baseline, FDR corrected at q = 0.05; Supplementary Fig. 1), the statistical analysis of total power focused on activity at the central ROI in a time–frequency window of 16 to 32 Hz and 100 to 400 ms. For the analysis of frequencies from 30 to 100 Hz, the data were first bandpass filtered. Specifically, a two-way least-squares FIR filter from 30 to 100 Hz was applied before ICA. This was done because it has previously been shown that ICA components related to eye-artifacts, which are most likely due to microsaccades, can be better identified when the data is Fourier transformed (see Supplementary Fig. 7; Yuval-Greenberg et al., 2008). These artifacts can lead so sharp spikes in the gamma frequency range when the data is Fourier transformed (see Supplementary Fig. 7; Yuval-Greenberg et al., 2008). After the bandpass filter had been applied the same ICA algorithm specified above was used to remove independent components representing artifacts related to eye movements and electrocardiographic activity from the data. Next, multitaper based on Sleipan sequences (number of tapers = 3) were applied to the data with a frequency smoothing of Δf = ± 10 Hz and a sliding window with a length of Δt = 200 ms, applied in steps of 10 ms (−430 ms before to 520 ms after sound onset) and the power was estimated using Fourier transformation, before the data were averaged over trials. In line with the observed activity pattern over conditions at the central ROI (Supplementary Fig. 2), the analysis of GBA was performed for a time–frequency window of 30 to 40 Hz and 50 to 180 ms.

To estimate evoked activity as a function of time and frequency, the average over all trials for each condition was first calculated. Data were then processed using the same parameters as for total power (see above). For the analysis of frequencies from 4 to 40 Hz and 30 to 100 Hz the same data were entered into the same time–frequency transformations as for total power. Following previous studies (Gurtubay et al., 2001; Schneider et al., 2011; Senkowski et al., 2007, 2009; Titinen et al., 1993), and in agreement with the observed topology of evoked high frequency activity, the analysis of early (<100 ms) evoked GBA focused on activity recorded from a frontocentral ROI. Additionally, evoked BBA (16–32 Hz, 100–400 ms) was analyzed using the same statistics as used for the analysis of total power (see above).

Total and evoked oscillatory responses were calculated with respect to baseline using the time window from −200 to −100 ms prior to visual motion onset (or its respective time window in the auditory conditions). To compute the relative signal change of evoked responses, data were normalized with respect to the total power baseline as follows: P(t)evoked = 100 × \((P(t)evoked_{poststimulus} – P(t)evoked_{baseline}) / P(t)total_{baseline}\). To compute the relative signal change of the total power, data were normalized as follows: P(t)total = 100 × \((P(t)total_{poststimulus} – P(t)total_{baseline}) / P(t)total_{baseline}\).

Source analysis of event-related potentials and oscillatory responses

To estimate the neural structures underlying the ERP effects observed at the scalp, a local autoregressive average (LAURA) procedure was employed. We opted for LAURA instead of beamforming, which was used for the source localization of oscillatory activity, to avoid source cancellation, which may occur when localizing auditory evoked potentials with beamforming (Dalal et al., 2006). The analysis was performed using the Cartool software by Denis Brunet (brainmapping.unige.ch/cartool). Data were fitted into a realistic head model with a source space of 4024 nodes, where voxels are restricted to the gray matter of the Montreal Neurological Institute’s (MNI’s) average brain divided into a regular grid with 6 mm spacing. An advantage of the LAURA approach in comparison to the dipole source analysis approach is its capability to deal with multiple simultaneously active sources of a priori unknown location and that it makes no assumptions regarding the number or location of active sources (Michel et al., 2004). The ERPs averaged across the 130 to 150 ms and 170 to 210 ms time intervals were used for the source estimation in the present study. These time windows were selected based on the results of the statistical analysis between experimental conditions. For the calculation of the inverse solutions, each condition was first projected to source space. This was done separately for each condition and each participant. Next, the vectorial solutions (which contain both intensity and direction of the sources) of the auditory conditions were subtracted from the respective solutions of the audiovisual conditions. To derive an estimate of the difference in source activation between those conditions for which significant differences were obtained at the scalp level, double differences (e.g., \([AV_{no} – A_{no}] – [AV_{high} – A_{high}]\) were computed in the final step of the analysis. For visual illustration absolute values, which reflect the intensity, are shown in source space.

For the source analysis of total power the linear beamforming approach, an adaptive spatial filtering technique (Gross et al., 2001; Van Veen et al., 1997), was applied. Specifically, the cortical sources underlying the effects observed at the scalp level were investigated. A volume conduction model was derived from the MNI template brain (MNI; http://www.mni.mcgill.ca) resulting in an anatomically realistic 3-shell model. The leadfield matrix was calculated using the boundary element method (BEM) for each grid point (i.e., node) in the brain for a regular 7 mm grid. The source activity at each grid point was estimated using a spatial filter derived from the leadfield and the cross-spectral density (CSD) matrix from the combined data of all six conditions. In accordance with the BBA found at the scalp (see Results), a CSD matrix was calculated between all EEG channels for multitapered and Fourier transformed data centered at frequencies of 20 Hz, 24 Hz, and 28 Hz (frequency smoothing Δf = ± 4 Hz) at time points 200 ms, 250 ms, and 300 ms (length of time interval Δt = 250 ms). The spatial filters for BBA were applied to multitapered and Fourier transformed data to receive a power estimate for each node in the grid and each selected time-frequency point. Subsequently, power estimates in source space were averaged voxelwise across the nine time-frequency points and statistically compared between conditions using dependent measures t-tests. This was done for those contrasts, which showed significant effects in the scalp level analysis. Since the STS has previously been shown to be a key structure for audiovisual speech processing (e.g., Calvert et al., 1997, 2000; Miller and D’Esposito, 2005; Nath and Beauchamp, 2011; Wright et al., 2003), a predefined bilateral, symmetric ROI corresponding to the STS (http://hendrix.imm.dtu.dk/services/jerne/ninf/voi/superior_temporal_sulcus.html) was used for the ROI analysis of total oscillatory responses using ANOVAs with the factors of hemisphere (left, right) and auditory noise (contrasts that showed significant effects at the scalp level).

Results

Behavioral data

We presented auditory and audiovisual syllables (/da/, /ga/, and /ta/) with three different levels of auditory noise (no, low, and high) and investigated the detection performance in the different experimental
conditions. The analysis of hit and false alarm rates showed behavioral benefits of additional visual speech information (Fig. 3A). The ANOVAs for d-prime values with the factors modality (AV, A) and auditory noise (no, low, and high) revealed significant main effects of modality (F(1,19)=33.25, p<0.0001) and auditory noise (F(2,38)=272.95, p<0.0001). The participants performed better in the bimodal AV than in the unimodal A conditions. Moreover, they performed best in the no noise and worst in the high noise condition (Fig. 3B). Similarly, the ANOVA for RTs revealed significant main effects of modality (F(1,19)=22.73, p=0.0001) and auditory noise (F(2,38)=100.37, p<0.0001). RTs were shorter in the AV than in the A conditions. In addition, RTs were shortest in the no noise condition and longest in the high noise condition (Fig. 3C). For both d-prime values and RTs, however, no significant interaction was observed between the factors modality and auditory noise (detection: F(2,38)=1.32, p>0.1; RTs: F(2, 38)=0.04, p>0.1). Thus, there were no significant differences between the gains in performance for multisensory trials dependent on the auditory noise level in d-prime values or RTs. The performance gain for bimodal compared to unimodal stimuli cannot be accounted for by an identification of the syllables through the visual signal because the motion of the mouth did not contain syllable-specific information (see Methods). To control whether there were differences in behavioral performance between syllables, we conducted the ANOVAs on d-prime values and RTs separately for each syllable. For all syllables we found main effects of modality and noise, but no interaction effects. Finally, we examined whether there were differences in the hit rate between conditions. The ANOVAs for the hit rate with the factors modality (AV, A) and auditory noise (no, low, high) revealed significant main effects of modality (F(1,19)=120.80, p<0.0001) and auditory noise (F(2,38)=209.93, p<0.0001) as well as an interaction (F(2,38)=43.44, p<0.0001). Post hoc t-tests for the different noise conditions revealed a significant gain due to the additional visual information for all noise condition (no noise: t(19)=2.29, p(FDR)=0.034, low noise: t(19)=9.45, p(FDR)=0.0001, high noise: t(19)=8.92, p(FDR)<0.0001).

Event-related potentials

To test for effects of auditory noise on multisensory interaction running F-tests were performed on difference waves (AV – A) for the three experimental conditions (Fig. 4). These tests revealed significant differences between conditions for the central ROI in the following time bins: 130–150 ms (F(2,38)=9.45, p(FDR)=0.033), 170–190 ms (F(2,38)=6.93, p(FDR)=0.041), 190–210 ms (F(2,38)=6.82, p(FDR)=0.041), 210–230 ms (F(2,38)=7.68, p(FDR)=0.004) after auditory onset. For the right temporal ROI only the time bin 130–150 ms (F(2,38)=7.20, p(FDR)=0.041) showed a significant effect of auditory noise. Next, follow-up t-tests between the three different noise conditions (i.e. no vs. low, no vs. high, and low vs. high) were conducted for those ROI-time-bins that showed significant effects in the running F-tests. This analysis led to significant differences between the no noise and high noise condition for all tested ROI-time-bins (central ROI: 130–150 ms (t(19)=4.00, p(FDR)=0.004), 170–190 ms (t(19)=3.61, p(FDR)=0.007), 190–210 ms (t(19)=3.36, p(FDR)=0.01), 210–230 ms (t(19)=5.35, p(FDR)=0.0005), right temporal ROI: 130–150 ms (t(19)=−4.27, p(FDR)=0.003)). For the no noise vs. low noise comparisons the time-bins 130–150 ms (t(19)=3.09, p(FDR)=0.013), 170–190 ms (t(19)=3.14, p(FDR)=0.007), and 190–210 ms (t(19)=3.14, p(FDR)=0.013) were significant for the central ROI, whereas the time-bin 130–150 ms for the right temporal ROI was not significant. The t-tests between the low noise and the high noise conditions were not significant for any ROI-time-bin. The no noise condition showed more positive amplitudes than the two noise conditions at the central ROI. The topographies of the ERPs showed more positive amplitudes at central electrodes in the double difference (e.g., [AVno − A(no)] − [AVhigh − A(high)]) for the no noise compared to the two noise conditions (Fig. 5 right, Supplementary Fig. 3, right). Thus, the effect of auditory noise on multisensory interactions in the ERPs was reflected by a decrease at the medio-central ROI with increasing noise levels (Fig. 5, topographies averaged over 130 to 150 ms; Supplementary Fig. 3, topographies averaged over 170 to 210 ms).

The sources of ERP activity for the single differences (e.g., AVno − A(no)) were localized to the parietal lobe encompassing the precuneus and the angular gyrus (Brodmann areas 7 and 39), the occipital lobe encompassing the superior, middle, and lateral occipital gyrus (Brodmann areas 18 and 19; Fig. 6 left, Supplementary Fig. 4 left), and to the temporal lobe encompassing the superior and middle temporal gyrus (Brodmann areas 21, 22, and 42). Source analysis of the double differences revealed differences in activity between the no noise condition compared to the low and high noise condition in the temporal lobe, encompassing the superior and middle temporal gyrus (Fig. 6 right, Supplementary Fig. 4 right).

Evoked oscillatory activity

Time-frequency representations of evoked power from the frontocentral ROI show an early increase in GBA up to ~80 ms for audiovisual and auditory stimuli but only in the no noise condition (Supplementary Fig. 5). When computing the difference waves (e.g., AVno − A(no)), however, no clear activity pattern was found in the

Fig. 3. Behavioral performance in the target syllable detection task. (A) Percentages of hit rates (first bar, with SEM) and false alarm rates (second bar, with SEM) in the three bimodal AV and three unimodal A conditions. (B) d-prime values (with SEM) for the six experimental conditions. (C) Reaction times (with SEM) for the six different conditions are depicted with respect to the onset of the auditory syllable.
three conditions. To examine the differences between conditions, an ANOVA for the frontocentral ROI (40–60 Hz, 40–80 ms) was performed including the factor auditory noise (no, low, and high) as independent variable and single difference waves (AV − A) as dependent variable. The ANOVA revealed no significant effect (F(2,38)=0.38, p>0.1). For the analysis of evoked BBA, the same time–frequency window (16–32 Hz, 100–400 ms) and the same central ROI were used as for the analysis of total BBA. The ANOVA of evoked BBA revealed no significant effect of auditory noise (F(2,38)=0.19, p>0.1; Supplementary Fig. 6).

Total oscillatory activity

Time–frequency representations for the central ROI showed a robust suppression of BBA in all three AV conditions (Fig. 7). A window in the beta-band range (16–32 Hz) from 100 to 400 ms was selected for statistical analysis based on the average activity for the AV minus A signal over the three noise levels compared to baseline (t-tests, FDR corrected, q=0.05; Supplementary Fig. 1). The ANOVA showed an effect of auditory noise for the central ROI (F(2,38)=3.36, p=0.045), indicating differences between conditions. Follow-up comparisons revealed stronger BBA suppression in the no noise compared to the high noise condition (Fig. 8, t(19)=−2.37, p(FDR)=0.043), and in the low noise compared to the high noise condition (t(19)=−2.45, p(FDR)=0.043). To test whether the stronger suppression of BBA in the no noise compared to the high noise condition and the low noise compared to the high noise condition remained after eliminating phase-locked oscillatory activity, an additional analysis of induced BBA was conducted for these contrasts. For the analysis of induced

![Fig. 4. Grand-averaged event-related potentials. ERPs at the central ROI and the right temporal ROI are illustrated for the audiovisual AV (left panel), for unimodal A (middle panel), and for the differences AV minus A (right panel) for the three noise levels. Dotted lines depict the motion onset in AV conditions; the onset of the auditory syllables was at 0 ms.](image)

![Fig. 5. Topographies of ERPs from 130 to 150 ms after auditory syllable onset. The right panel illustrates scalp distributions for the double differences between the no noise and the two noise conditions.](image)
power the average activity over all trials (per participant and condition) was first subtracted from each individual trial before transforming data into time–frequency space. In line with the findings in total power, the analysis of induced BBA (16 to 32 Hz, 100 to 400 ms) revealed a significant effect of noise for the central scalp ROI (F(2,38) = 3.43, p = 0.043) and a significant effect between the no noise and the high noise condition (t(19) = −2.40, p(FDR) = 0.04), and the low noise and the high noise condition (t(19) = −2.45, p(FDR) = 0.04). This suggests that the effect on BBA primarily relates to modulations of non-phase-locked oscillatory responses. To examine the sources underlying the difference between the BBA suppression in the two significant contrasts (no vs. high and low vs. high), linear beamforming was applied (Fig. 9A). The ROI analysis using the factors’ hemisphere (left STS, right STS) and auditory noise (no noise, high noise) revealed a significant interaction between hemisphere and auditory noise (F(1,19) = 7.68, p(FDR) = 0.018). The ROI analysis for the low and the high noise conditions also revealed a significant interaction (F(1,19) = 6.72, p(FDR) = 0.018). Follow-up tests (not corrected for multiple comparisons), which were conducted for the two ROIs and the two condition contrasts separately, revealed significant differences between the no noise and the high noise conditions for the right STS (F(1,19) = 4.42, p = 0.049) but not for the left STS (F(1,19) = 3.14, p = 0.092). For the comparison between the low noise and the high noise conditions, a trend towards significance was observed for the right STS (F(1,19) = 3.70, p = 0.070) and no effect was found for the left STS (F(1,19) = 0.41, p = 0.529). Thus, effects of auditory noise on BBA suppression were observed in particular at the right STS (Fig. 9A). Fig. 9A indicates that there may be an additional effect of noise for the right inferior parietal cortex. However, an

Fig. 6. LAURA source estimation of ERPs for the 130 to 150 ms interval after auditory onset. Source localizations of the single differences are depicted for the three noise levels (left panel) and the double differences between the no noise and the two noise conditions (right panel). Coordinates are expressed in MNI space.

Fig. 7. Time–frequency representations of total oscillatory activity at the central ROI. Time–frequency representations are depicted for bimodal AV, unimodal A, and for single differences (AV minus A). The dashed lines depict the motion onset in the audiovisual AV conditions. The onset of the auditory syllable was at 0 ms. The right panel illustrates the time–frequency representation for the double difference between the low noise and the high noise conditions and the no noise and the high noise conditions.
exploratory analysis that was conducted for this ROI (http://hendrix.imm.dtu.dk/services/jerne/ninf/voi/inferior_parietal_cortex.html) did not reveal significant effects.

The analysis of total GBA revealed reduced activity at the central ROI for the averaged AV minus A signal over the three noise levels compared to baseline (Supplementary Fig. 2). The ANOVA for scalp
level GBA (30–40 Hz, 50 to 180 ms) revealed no significant effect of auditory noise for the central ROI (F(2,38) = 0.31, p > 0.1; induced GBA: F(2,38) = 0.51, p > 0.1). However, during the analysis of GBA, we observed high amplitude spikes in the EEG that likely relate to saccadic eye movements (Yuval-Greenberg et al., 2008). While we were able to substantially diminish these artifacts using ICA (Supplementary Fig. 7), we cannot completely rule out that saccadic eye movements may still have influenced the results of the GBA analysis. Therefore, the observation of no effects of auditory noise on GBA in the central scalp ROI during audiovisual speech processing should be interpreted cautiously.

Discussion

The present study addressed how auditory noise affects audiovisual speech processing in ERPs and oscillatory responses. For the three experimental conditions (no noise, low noise, and high noise) a behavioral facilitation was found for bimodal audiovisual compared to unimodal auditory stimuli. In the ERPs a decrease in amplitudes was observed from 130 to 150 ms and 170 to 210 ms at central channels when noise was present compared to when no noise was present. Source analysis suggests an involvement of the superior and middle temporal gyrus for this effect. Furthermore, all bimodal audiovisual minus unimodal auditory conditions showed BBA (16–32 Hz) suppression in the STS about 100 to 400 ms after auditory onset. This suppression was stronger in the no noise compared to the high noise condition.

Behavioral data

In line with previous studies investigating audiovisual speech and language processing (Bernstein et al., 2004; Ross et al., 2007a; Sumby and Pollack, 1954), the syllable detection rate was enhanced and the response speed was shorter when visual speech was presented in addition to auditory speech. However, our noise level manipulation did not lead to significantly stronger multisensory enhancement for d-prime values and RTs in the conditions with noise compared to the condition without noise. Following the well-known principle of inverse effectiveness (Meredith and Stein, 1983), one might have expected to find a larger benefit of visual speech information on syllable detection and reaction times in the high noise condition compared to the low noise and particularly the no noise condition (as found, for example, for the processing of basic audiovisual stimuli, e.g., Senkowski et al., 2011b). Interestingly, previous findings on multisensory speech processing suggest that listeners benefit mostly from visual speech at intermediate noise levels (Chandrasekaran et al., 2011; Ma et al., 2009; Ross et al., 2007a, 2007b). These findings are not in agreement with the principle of inverse effectiveness. In contrast to the present study, Ross et al. (2007a) presented words instead of short syllables and used seven noise levels instead of three. The syllables that we used only differed in the consonant and had the same vowels, thus they may be harder to distinguish in noise than entire words that can differ in further aspects. Another factor that might have led to differences in experimental results is the type of noise. Ross et al. (2007a) used pink background noise that was presented from the onset of the visual stimulation at different decibel levels. In contrast to the present study, the noise did not capture the temporal envelope of the speech and the intensity of the overall signal differed between noise conditions. In our study, the noise was generated in such a way that the envelope of the speech was maintained under noise. Thus, the temporal and spectral properties were similar for the different noise levels. Spectral properties as well as envelope details are two important factors for speech comprehension (e.g., Obleser and Weisz, 2011; Shannon et al., 1995; Zeng et al., 2005). Future studies, considering factors such as the complexity of the speech input or type of noise, may address the precise relationship between acoustic noise and multisensory gain in audiovisual speech processing.

In general, our finding of a behavioral facilitation for bimodal compared to unimodal stimuli is in agreement with reports of facilitated and accelerated speech processing (Besle et al., 2004; van Wassenhove et al., 2005), as well as other ecological audiovisual processing (Stekelenburg and Vroomen, 2007) that occurs due to temporal cuing by visual stimuli. If temporal cuing were the major aspect for audiovisual speech processing, this would explain our behavioral results, which show similar effects on RTs and d-prime values for all noise levels. However, we observed differential effects of auditory noise on audiovisual processing in electrophysiological data. As we will discuss in the next sections, this suggests that, besides temporal cuing, there are other aspects of how visual input supports speech processing of degraded and non-degraded auditory stimuli.

Event-related potentials

Our ERP findings extend previous observations of early audiovisual speech processing in the time range of the auditory N1 component around 130 ms (Besle et al., 2004; van Wassenhove et al., 2005). In these studies the amplitude of the N1 component was less negative in the audiovisual condition compared to the auditory alone condition. In their studies the ERP to bimodal audiovisual stimuli was directly compared with the sum of ERPs to auditory and visual stimuli (i.e., AV vs. A + V). One disadvantage of this approach is that common activity which is present in all three conditions is contained twice in the summed ERP of unisensory stimuli, whereas it is present only once in the bisensory condition (Gondan and Röder, 2006; Tavabi et al., 2007). To circumvent this issue, single difference waves (i.e., AV – A) were computed in the present study and compared between the three noise levels. The difference of AV minus A is a response that is dominated by the visual stimulus, which is identical in all conditions. However, the AV minus A difference also contains neural activity that is linked to multisensory interactions, which likely occur between the auditory and the visual input. Examining AV minus A differences across conditions, we found that auditory noise modulates ERP amplitudes around the same latency in which early audiovisual speech interaction effects have been previously reported (~130 ms). Speech perception under noise has previously been found to positively correlate with the auditory N1 amplitude (Parbery-Clark et al., 2011). However, it is not yet clear how elaborate the phonological representation is at this stage of processing (Obleser et al., 2004; Tavabi et al., 2007) and, possibly, only phonetic information may be encoded at this stage (Nätänen and Winkler, 1999). A recent MEG study that compared differences in the event-related fields between words and pseudo-words found alterations at a short latency of 50 to 80 ms (MacGregor et al., 2012). In addition, similar to the present study, alterations in a 110 to 170 ms time window were found. Thus, the study by MacGregor et al. (2012) supports the view that lexical information is already present at the latency of the N1. Regardless of the precise stage of speech analysis in the time range of the auditory N1, our data show that audiovisual speech processing is altered by auditory noise beginning around 130 ms after auditory stimulus presentation. In addition, LAURA source estimation suggests that the effect of noise on audiovisual speech processing involves regions of the temporal lobe encompassing the superior and middle temporal gyrus. Our findings extend the results from a recent intracranial EEG study in which multisensory interaction effects for non-degraded audiovisual speech stimuli were observed in the lateral temporal lobe of both hemispheres (Besle et al., 2008) by showing that this integration is modulated by auditory noise.

The source localization of the effects in the ERPs is in accordance with results from an fMRI study, which showed a BOLD response modulation during audiovisual speech by noise in auditory cortex, middle temporal gyrus/sulcus and superior temporal gyrus/sulcus (Callan et al., 2003). Furthermore, an MEG study showed effects of a mismatch between visual and auditory speech inputs that started
around 120 ms (Arnal et al., 2009). In line with these findings, our study demonstrates that audiovisual speech processing in the temporal lobe occurs around 130 ms after the onset of the auditory input. Furthermore, our study suggests that bimodal speech processing at this latency is affected by noise in the auditory speech signal, which seems to alter ERPs to audiovisual stimuli in structures of the temporal lobe.

Oscillatory activity

The main finding in the present study was a reduced suppression of BBA in the STS in the high noise compared to the no noise condition. BBA has classically been related to motor functions (e.g., Pfurtscheller, 1981; Pogosyan et al., 2009; Schoffelen et al., 2008). Furthermore, BBA suppression in sensorimotor cortex has been found in both, go as well as no-go trials (Zhang et al., 2008). In the present study, we observed effects of auditory noise on BBA suppression in the STS but not in sensorimotor areas. Therefore, our findings on BBA suppression likely relate to audiovisual speech processing and not to differences in motor preparation or response inhibition between conditions.

Of particular interest for the interpretation of the present findings are studies that have demonstrated alterations in BBA during sensory processing and cognitive tasks (e.g., Bauer et al., 2006; Canolty et al., 2007; Engel and Fries, 2010; Haegens et al., 2011; Senkowski et al., 2011a; Siegel et al., 2008). Based on results from modeling studies, it has been suggested that BBA may be involved in interactions between distant brain regions (Kopell et al., 2000). This assumption is supported by recent observations from electrophysiological studies (Buschman and Miller, 2007; Hipp et al., 2011; Pesaran et al., 2008). Neuronal activity in the beta-band has also been proposed to be suitable for the processing of tasks in which information from different modalities needs to be integrated (Kopell et al., 2010). The latter notion is compatible with our finding that auditory noise alters BBA in the STS during audiovisual speech processing, as information from different senses needs to be integrated to improve the recognition of the presented syllables. Results from a study in rhesus monkeys showed an involvement of BBA in interareal communication during the processing of naturalistic auditory and audiovisual stimuli (Kayser and Logothetis, 2009). Directed interactions in the high beta-band (24–30 Hz), exhibited in the local field potential from STS to auditory cortex, significantly influenced multi-unit activity in auditory cortex. Moreover, directed interactions from auditory cortex to STS in the low beta-band (12–18 Hz) significantly correlated with multi-unit activity in the STS and interactions in the high beta-band (24–30 Hz) with multi-unit activity in the auditory cortex. In the present study, we observed that auditory noise altered BBA power in STS, which may also relate to changes in interareal communication. Furthermore, our finding of BBA suppression in the STS to bimodal AV and unimodal A stimuli is also in agreement with a recent study in macaque monkeys, which showed that the presentation of dynamic facial expressions led to a BBA suppression in the STS (Ghazanfar et al., 2010). Moreover, a human electrocorticography study has shown a suppression of BBA (16 Hz) in the STG/STS in response to auditory words (Canolty et al., 2007). In summary, these studies together with the present findings, suggest a role of BBA suppression in the STS for the processing of auditory, visual, and audiovisual speech and non-speech information.

It may be that the observed effects of auditory noise on BBA suppression relate to altered speech percept formation under noise. In the present study we could not differentiate between trials in which speech was correctly recognized and trials, in which it was not correctly detected, because the focus of the electrophysiological analysis was on standard trials to which participants did not perform a behavioral response. To discern between a decline in speech perception due to auditory noise on the one hand and multisensory gain under noise on the other hand, it would be necessary to directly compare correctly identified speech and incorrectly identified speech stimuli in future studies. This may be realized in an experimental setup with forced responses to each syllable, so that it could be assessed for each stimulus whether it has been correctly recognized or not. The present study does not allow drawing conclusions on whether the reduced BBA suppression in the high noise compared to the no noise condition relates to a disturbed recognition of audiovisual speech.

In contrast to BBA, no effects of auditory noise on audiovisual speech processing were found in the gamma-band. GBA in response to auditory speech stimuli has repeatedly been shown in the STS (Canolty et al., 2007; Fukuda et al., 2010). In addition, data from non-human primates have shown an enhancement of GBA after combined face and voice presentation compared to either unimodal presentation (Chandrasekaran and Ghazanfar, 2009). In the present study we observed that short high amplitude spikes, probably induced by saccadic eye movements, contaminated the high frequency oscillatory responses (Yuval-Greenberg et al., 2008). We used ICA to remove these artifacts but we cannot completely rule out that this procedure has fully eliminated the saccadic artifacts (see Supplementary Fig. 7) or did not otherwise modulate GBA induced by neural activity. Therefore, the lack of effects on GBA should be interpreted cautiously.

An interesting finding from recent electrophysiological studies is that the phase of slow oscillations, particularly in the theta band (about 3–7 Hz), might be important for audiovisual speech processing (e.g., Giraud and Poeppel, 2012; Luo and Poeppel, 2007; Peelle et al., 2012). It has been suggested that visual speech input, which precedes auditory input, resets the phase of oscillatory activity in the auditory cortex, so that the phase angle is optimal when the auditory signal reaches the auditory cortex (Schoeder et al., 2008). Support for this assumption comes from an MEG study which has provided evidence that the phase of low frequency oscillations (2–7 Hz) in auditory cortex tracks audiovisual speech streams (Luo et al., 2010). Moreover, a study in awake macaques has shown phase-resetting in the auditory cortex during the processing of basic somatosensory–auditory signals (Lakatos et al., 2007). With respect to the present findings, it is possible that noisy auditory speech signals particularly benefit from such a visual speech induced phase-resetting mechanism because more information of the auditory signal might be transferred as a result of the phase reset. For this reason, it would be interesting to study how the phase of oscillatory activity in the auditory cortex and possibly also in associative areas relates to multisensory speech processing under noisy auditory conditions. The present study, in which responses to unimodal A stimuli were subtracted from the responses to bimodal AV stimuli, was explicitly designed to examine effects of auditory noise on the power of oscillatory responses but did not allow to address the role of phase-resetting. However, it is possible that phase-resetting mechanisms relate to our finding that auditory noise alters BBA suppression in the STS during audiovisual speech processing.

Conclusion

Our study shows that audiovisual speech processing is modulated by auditory noise starting around 130 ms after auditory syllable onset and that these effects occur in structures of the temporal lobe. Furthermore, our study provides evidence for a role of BBA for audiovisual speech processing in the STS. Thus, our findings support the hypothesis that oscillatory neuronal activity plays a role for the processing of multisensory information in the human brain and highlight the role of the STS in audiovisual speech processing under regular and noisy acoustic conditions.

Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.neuroimage.2012.11.066.
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