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Abstract

Intention recognition is ubiquitous in most social interactions among humans and other primates. Despite this, the role of intention recognition in the emergence of cooperative actions remains elusive. Resorting to the tools of evolutionary game theory, herein we describe a computational model showing how intention recognition co-evolves with cooperation in populations of self-regarding individuals. By equipping some individuals with the capacity of assessing the intentions of others in the course of a prototypical dilemma of cooperation—the repeated Prisoner’s Dilemma—, we show how intention recognition is favored by natural selection, opening a window of opportunity for cooperation to thrive. We introduce a new strategy (IR) that is able to assign an intention to the actions of opponents, on the basis of an acquired corpus consisting of possible plans achieving that intention, as well as to then make decisions on the basis of such recognized intentions. The success of IR is grounded on the unshameful exploitation of unconditional cooperators whilst remaining robust against unconditional defectors. In addition, we show how intention recognizers do indeed prevail against the most famous successful strategies of iterated dilemmas of cooperation, even in the presence of errors and reduction of fitness associated with a small cognitive cost for performing intention recognition.
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1 Introduction

*Intention recognition* can be found abundantly in many kinds of interactions and communications, not only in humans but also in many other species [88, 77, 40, 14]. It is so critical for human social functioning and the development of key human abilities, such as language and culture, that it is reasonable to assume it has been shaped by natural selection [88]. It is defined, in general terms, as the process of becoming aware of the intention of another agent and, more technically, as the problem of inferring an agent’s intention through its actions and their effects on the environment [34, 12, 26]. The knowledge about intention of others in a situation may enable to plan in advance, either to secure a successful cooperation or to deal with potential hostile behaviors [3, 83, 58], which may lead to dreadful collective outcomes [41, 61]. Intention recognition, and the recognition process or heuristics in general, are important mechanisms used by human bounded rationality to cope with real-life complexity [69, 70, 3, 66]. In contrast to the assumption of perfect rationality, we usually have to make decision in complicated and ill-defined situations, with incomplete information and time constraints [76, 70], under computational processing limitations, including limited memory capacity [70, 32, 31]. The recognition processes, based on stored knowledge in terms of generic patterns, have been known to play a major role in that respect. In problems with such complications, we look for patterns, based on them we simplify the problem by using these to construct temporary internal models as working hypotheses [3, 70]. It becomes even more relevant when considering interactive settings where the achievement of a goal by an agent does not depend solely on its own actions, but also on the decisions and actions of others, especially when the possibility of communication is limited [36, 26, 84]. The agents cannot rely on others to behave under perfect or improved rationality, and therefore need to be able to recognize their behaviors and even predict the intention beyond the surface behaviors. Additionally, in more realistic settings where deceiving may offer additional profits, individuals often attempt to hide their real intentions and make others believe in bogus ones [57, 77, 72, 52, 22, 63].

Hence, undoubtedly, a capability of intention recognition would confer on its holder great evolutionary benefits. However, although having been studied extensively in Artificial Intelligence, Philosophy and Psychology for several decades [34, 12, 9, 10, 51, 26, 20], few studies have addressed the evolutionary roles and aspects of intention recognition in regard to the emergence
of cooperation.

A crucial issue, traversing areas as diverse as Biology, Economics, Artificial Intelligence, Political Science, and Psychology, is to explain the evolution of cooperation: how natural selection can lead to cooperative behavior [23, 4, 68]. A cooperator may be seen as someone who pays a cost for another individual to receive a benefit. Cost and benefit are measured in terms of success or reproductive fitness. If two individuals simultaneously or independently decide to cooperate or not, the best possible response will be to try to receive the benefit without paying the cost. So, why does natural selection equip individuals with altruistic tendencies? Various mechanisms responsible for promoting such behavior have been recently proposed [68, 47], including kin and group ties [86, 78], different forms of reciprocity [44, 29, 82, 49, 46], and networked populations [60, 62, 73, 64]. In contradistinction, here we address explicitly how cooperation may emerge from the interplay between population dynamics and individuals’ cognitive abilities, namely the ability to perform intention recognition. As usual, our study is carried out within the framework of Evolutionary Game Theory (EGT) [27, 68].

In this work we take a first step towards employing intention recognition within an evolutionary setting and repeated interactions. As in the traditional framework of direct reciprocity [82], intention recognition is being performed using the information about past direct interactions. As usual, the inputs of an intention recognition system are a set of conceivable intentions and a set of plans achieving each intention—given in terms of either a plan library [20, 12] or a plan corpus [7, 2, 21]. In this EGT context, conceivable intentions are the strategies already known to the intention recognizer, whose recognition model is learnt from a plan corpus consisting of sequences of moves (called plan sessions) for the different strategies. There have been several successful corpus-based intention recognition models in the literature [7, 8, 2], and we adjust a pre-existing one to the current work in lieu of supplying a completely novel one (see Subsection 2.5). The rationale of the corpus-based approach relies on the idea of nature-nurture co-evolution or experience inheritance [55, 67]: the corpus represents ancestors’ experience in interacting with known strategies. Additionally, intention recognizers can use themselves as a framework for learning and understanding those strategies by self-experimenting with them—as suggested by the famous ‘like-me’ framework [39, 40]. This is often addressed in the context of the “Theory of Mind” theory, neurologically relying in part on “mirror neurons”, at several cortical levels, as
supporting evidence [28, 56, 42]. Closely related to this second point, notice that contrary to the formal EGT framework being used here, there have been several works showing the evolution of mind, which are based on genetic algorithm simulations, e.g. [75, 90, 65, 35]. Indeed, intention recognition can be considered as an elementary component of the “Theory of Mind” theory [53, 87].

In addition, to the best of our knowledge, although there is a large body of literature on learning in games [19, 37], e.g. reinforcement learning [59, 84], very little attention has been paid to studying how some cognitive ability that requires learning (as the ability of intention recognition in this work) fares in an evolutionary setting, particularly within the EGT framework. On the other hand, there have been some efforts to study the effects of increased memory sizes in evolutionary settings, e.g. see [24], though individual learning is not considered. Differently from this literature, our aim is to provide a computational model showing how the cognitive ability of intention recognition, which is so-critical and ubiquitous in humans’ activities [88, 77, 40], is a viable possibility that might have been retained by natural selection and co-evolves with the collective need to achieve high cooperative standards.

We offer a method to acquire an intention-based decision making model from the plan corpus, stating what to play with a given co-player based on the recognized intention and the game’s current state. The intention-based decision maker attempts to achieve the greatest expected benefit for himself/herself, taking advantage of the knowledge about the co-player’s intention. The model is discussed in Subsection 2.6.

In addition, we show that our intention recognizers prevail against the most famous successful strategies of repeated dilemmas of cooperation, including tit-for-tat, generous tit-for-tat and win-stay-lose-shift (described in Subsection 2.3), even in the presence of noise. Finally, as higher cognitive skills may imply a certain cost, we also discuss the implications of adding a (biological) cost of performing intention recognition.
2 Materials and Methods

2.1 Interaction between Agents

Interactions are modeled as symmetric two-player games defined by the payoff matrix

\[
\begin{pmatrix}
    C & D \\
    C & (R, R, S, T) \\
    D & (T, S, P, P)
\end{pmatrix}.
\]

A player who chooses to cooperate (C) with someone who defects (D) receives the sucker’s payoff \(S\), whereas the defecting player gains the temptation to defect, \(T\). Mutual cooperation (resp., defection) yields the reward \(R\) (resp., punishment \(P\)) for both players. Depending on the ordering of these four payoffs, different social dilemmas arise [37, 62, 68]. Namely, in this work we are concerned with the Prisoner’s Dilemma (PD), being characterized by \(T > R > P > S\).

In a single round, it is always best to defect, but cooperation may be rewarded if the game is repeated. In this case, it is additionally required that a mutual cooperation is preferred over an equal probability of unilateral cooperation and defection, i.e. \(2R > T + S\); otherwise alternating between cooperation and defection would lead to a higher payoff than mutual cooperation. For convenience and a clear representation of results, we later mostly use the Donor game [68]—a famous special case of the PD—where \(T = b, R = b - c, P = 0, S = -c\), satisfying that \(b > c > 0\), where \(b\) and \(c\) stand respectively for “benefit” and “cost” (of cooperation).

We do not maintain that the repeated PD is necessarily a good model for the evolution of human cooperation [71, 6] but we nevertheless wanted to demonstrate the effectiveness of the intention recognition strategy against such well-explored PD strategies as tit-for-tat and win-stay-lose-shift (described in Subsection 2.3). In addition, because PD is the most difficult dilemma for cooperation to emerge, we envisage that the intention recognition strategy would do well in other dilemmas such as Stag-hunt game [71].

In a population of \(N\) individuals interacting via a repeated (or iterated) Prisoner’s Dilemma, whenever two specific strategies are present in the population, say \(A\) and \(B\), the (per-round) payoff or fitness of an individual with a strategy \(A\) in a population with \(k\) As and \((N - k)\) Bs...
can be written as

\[ \Pi_A(k) = \frac{1}{m(N-1)} \sum_{j=1}^{m} [(k-1)\pi_{A,A}(j) + (N-k)\pi_{A,B}(j)] \]  

(1)

where \( \pi_{A,A}(j) \) (\( \pi_{A,B}(j) \)) stands for the payoff obtained from a round \( j \) as a result of their mutual behavior of an A strategist in an interaction with a A (B) strategist (as specified by the payoff matrix above), and \( m \) is the total number of rounds of the Prisoner’s Dilemma. As usual, instead of considering a fixed number of rounds, upon completion of each round, there is a probability \( w \) that yet another round of the game will take place, resulting in an average number of \( \langle m \rangle = (1 - w)^{-1} \) rounds per interaction [68].

2.2 Evolutionary Dynamics

The accumulated payoff from all interactions (defined in Eq. (1)) emulates the individual fitness or social success and the most successful individuals will tend to be imitated by others, implementing a simple form of social learning [68]. A strategy update event is defined in the following way, corresponding to the so-called pairwise comparison [74, 79]. At each time-step, one individual \( i \) with a fitness \( f_i \) is randomly chosen for behavioral revision. \( i \) will adopt the strategy of a randomly chosen individual \( j \) with fitness \( f_j \) with a probability given by the Fermi function (from statistical physics)

\[ p(f_i, f_j) = \left(1 + e^{-\beta(f_j - f_i)}\right)^{-1} \]

where the quantity \( \beta \), which in physics corresponds to an inverse temperature, controls the intensity of selection. When \( \beta = 0 \) we obtain the limit of neutral drift, and with the increasing of \( \beta \) one strengthens the role played by the game payoff in the individual fitness, and behavioral evolution [79, 80].

In the absence of mutations, the end states of evolution are inevitably monomorphic, as a result of the stochastic nature of the evolutionary dynamics and update rule. As we are interested in a global analysis of the population dynamics with multiple strategies, we further assume that with a small probability \( \mu \) individuals switch to a randomly chosen strategy, freely exploring the
space of possible behaviors. By introducing a small probability of mutation or exploration, the eventual appearance of a single mutant in a monomorphic population, this mutant will fixate or will become extinct long before the occurrence of another mutation and, for this reason, the population will spend all of its time with a maximum of two strategies present simultaneously [18, 29, 25, 63, 85]. This allows one to describe the evolutionary dynamics of our population in terms of a reduced Markov Chain of a size equal to the number of different strategies, where each state represents a possible monomorphic end-state of the population associated with a given strategy, and the transitions between states are defined by the fixation probabilities of a single mutant of one strategy in a population of individuals who adopt another strategy. The resulting stationary distribution characterizes the average time the population spends in each of these monomorphic states, and can be computed analytically [33, 18, 29, 25, 63, 85] (see below).

In the presence of two strategies the payoffs of each are given by Eq. (1), whereas the probability to change the number \( k \) of individuals with a strategy \( A \) (by \( \pm \) one in each time step) in a population of \( (N-k) \) \( B \)-strategists is

\[
T^\pm(k) = \frac{N-k}{N} \left[ 1 + e^{\mp \beta (\Pi_A(k) - \Pi_B(k))} \right]^{-1}.
\]

The fixation probability of a single mutant with a strategy \( A \) in a population of \( (N-1) \) \( B \)-s is given by [79]

\[
\rho_{B,A} = \left( \sum_{i=0}^{N-1} \prod_{j=1}^{i} \lambda_j \right)^{-1}
\]

where \( \lambda_j = T^-(j)/T^+(j) \).

In the limit of neutral selection (i.e., \( \beta = 0 \)), \( \lambda_j = 1 \). Thus, \( \rho_{B,A} = 1/N \). Considering a set \( \{1, \ldots, n_S\} \) of different strategies, these fixation probabilities determine a transition matrix \( [T_{ij}]_{i,j=1,\ldots,n_S} \), with \( T_{ii} = 1 - \sum_{k=1,k\neq i}^{n_S} \rho_{k,i}/(n_S - 1) \) and \( T_{ij,j\neq i} = \rho_{j,i}/(n_S - 1) \), of a Markov Chain. The normalized eigenvector associated with the eigenvalue 1 of the transposed of \( M \) provides the stationary distribution described above [33], describing the relative time the population spends adopting each of the strategies.
2.3 Strategies in Repeated Prisoner’s Dilemma

The repeated PD is usually known as a story of tit-for-tat (TFT), which won both Axelrod’s tournaments [4, 5]. TFT starts by cooperating, and does whatever the opponent did in the previous round. It will cooperate if the opponent cooperated, and will defect if the opponent defected. But if there are erroneous moves because of noise (i.e. an intended move is wrongly performed with a given execution error, referred here as “noise”), the performance of TFT declines, in two ways: (i) it cannot correct errors (e.g., when two TFTs playing with one another, a erroneous defection by one player leads to a sequence of unilateral cooperation and defection) and (ii) a population of TFT players is undermined by random drift when AllC (always cooperate) mutants appear (which allows exploiters to grow). Tit-for-tat is then replaced by generous tit-for-tat (GTFT), a strategy that cooperates if the opponent cooperated in the previous round, but sometimes cooperates even if the opponent defected (with a fixed probability $p > 0$) [48]. GTFT can correct mistakes, but remains suffering the random drift.

Subsequently, TFT and GTFT were replaced by win-stay-lose-shift (WSLS) as the winning strategy chosen by evolution [45]. WSLS starts by cooperating, and repeats the previous move whenever it did well, but changes otherwise. WSLS corrects mistakes better than GTFT and does not suffer random drift. However, it is severely exploited by AllD (always defect) players.

2.4 Plan Corpus Description

In the following, we describe how to create plan corpora for training and testing the described intention recognition models, for a given set of strategies. For the sake of generality, we start by making an assumption that all strategies to be recognized have the memory size bounded-up by $M (M \geq 0)$—i.e. their decision at the current round is independent of the past rounds that are at a time distance greater than $M$. To deal with such strategies, the corpus-based intention recognition strategy to be described is also equipped with a memory size of $M$, but no need for more. Note that the strategies described above (TFT, GTFT, WSLS) have memory bounded by $M = 1$, hence to cope with them, the intention recognizer memorizes a single last interaction with them.

For clarity of representation, abusing notations, $R$, $S$, $T$ and $P$ are henceforth also referred
to as (elementary) game states, in a single round of interaction. Additionally, $E$ (standing for empty) is used to refer to a game state having had no interaction. The most basic elements in a plan corpus are the corpus actions, having the following representation.

**Definition 2.1 (Corpus Action)** An action in a plan corpus is of the form $s_1 \ldots s_M \xi$, where $s_i \in \{E, R, T, S, P\}$, $1 \leq i \leq M$, are the states of the $M$ last interactions, and $\xi \in \{C, D\}$ is the current move.

**Definition 2.2 (Plan Session)** A plan session of a strategy is a sequence of corpus actions played by that strategy (more precisely, a player using that strategy) against an arbitrary player. We denote by $\Sigma_M$ the set of all possible types of action, such that $|\Sigma_M| = 2 \times 5^M$. For example, one can have $\Sigma_1 = \{EC, RC, TC, SC, PC, ED, RD, TD, SD, PD\}$.

This way of encoding actions and the assumption about the players’ memory size lead to the equivalent assumption that the action in the current round is independent of the ones in previous rounds, regardless of the memory size. The independence of actions will allow to derive a convenient and efficient intention recognition model, discussed in the next subsection. Furthermore, it enables to save the game states without having to save the co-player’s moves, thus simplifying the representation of plan corpora.

As an example, let us consider TFT and the following sequence of its interactions with some other player (denoted by $X$), in the presence of noise

<table>
<thead>
<tr>
<th>round</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>−</td>
<td>C</td>
<td>C</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>X</td>
<td>−</td>
<td>C</td>
<td>D</td>
<td>D</td>
<td>C</td>
<td>D</td>
</tr>
</tbody>
</table>

$TFT$-states: $E, R, S, P, T, P$

The corresponding plan session for $TFT$ is $[EC, RC, SD, PD, TD]$. At 0-th round, there is no interaction, thus the game state is $E$. $TFT$ starts by cooperating (1-st round), hence the first

\(^1\)From now on, this notion of an action is used, which is different of the notion of a move (C or D).
action of the plan session is EC. Since player X also cooperates in the 1-st round, the game state
at this round is \( R \). TFT reciprocates in the 2-nd round by cooperating, hence the second action
of the plan session is \( RC \). Similarly for the third and the fourth actions. Now, at the 5-th round,
TFT should cooperate since X cooperated in 4-th round, but because of noise, it makes an error
to defect. Therefore, the 5-th action is TD.

**Definition 2.3 (Plan Corpus)** Let \( S \) be a set of strategies to be recognized. A plan corpus for
\( S \) is a set of plan sessions generated for each strategy in the set.

For a given set of strategies, different plan corpora can be generated for different purposes.
In Subsection 3.1, for example, we generate plan corpora for training and testing intention
recognition models.

### 2.5 Corpus-based Intention Recognition Model

We can use any corpus-based intention recognition model in the literature for this work. The
most successful works are described in \([7, 8, 2]\). In \([7]\), the authors use the bigram statistical
model, making the assumption that the current action only depends on the previous one. In \([2]\),
the authors attempt to avoid this assumption by using the Variable-Order Markov Model. In
our work, because of the independence of (corpus) actions, we can derivate an even simpler model
than that in \([7]\), as described below.

Let \( I_i, 1 \leq i \leq n \), be the intentions to be recognized, and \( O = A_1...A_m \) the current sequence
of observed actions. The intention recognition task is to find the most likely intention \( I^* \in
\{I_1,...,I_n\} \) given the current sequence of observed actions \( A_1...A_m \), i.e.

\[
I^* = \underset{I_i: 1 \leq i \leq n}{\text{arg max}} \frac{P(I_i|A_1...A_m)}{P(A_1...A_m)}
= \underset{I_i: 1 \leq i \leq n}{\text{arg max}} \frac{P(I_i) \prod_{j=1}^{m} P(A_j|I_i,A_1...A_{j-1})}{P(A_1...A_m)}
\]

The second equation is obtained by applying the Bayes’ and then Chain rules \([50, 7]\). Since
the denominator \( P(A_1...A_m) \) is a positive constant, we can ignore it. Then, because of the
independency amongst actions for the strategies being recognized, we obtain

\[ I^* = \arg \max_{I_i:1 \leq i \leq n} P(I_i) \prod_{j=1}^{m} P(A_j|I_i) \]  

(3)

Note that this simplified expression is derived independently of the memory size \( M \). All the probabilities needed for this computation are to be extracted beforehand using a training plan corpus. There is no update of these probabilities during intention recognizers’ life cycle. These constants are arguably obtainable by evolutionary means via lineage \([55, 67]\) – the corpus represents ancestors’ experience in interacting with known strategies, or the ‘like-me’ self-experimenting framework \([40, 39]\). They are learnt once, and are used only for the purpose of performing intention recognition.

Also note that if two intentions are assessed with the same probability, the model predicts the one with higher priority. Priorities of intentions are set depending on the behavioral attitude of the intention recognizer. For example, in Figure 2, if IR’s co-player cooperates in the first round, the co-player’s intention can be predicted as either AllC, WSLS or TFT (since they are assigned the same conditional probability values). Being concerned of TFT’s and WSLS’s retaliation after a defect (i.e. IR’s behavior attitude), WSLS and TFT should have higher priorities than AllC.

### 2.6 Intention-based Decision Making Model

We describe how to acquire a decision making model for an intention recognizer from a training plan corpus. The intention recognizer chooses to play what would provide it the greatest expected payoff against the recognized strategy (intention). Namely, from training data we need to extract the function \( \theta(s, I) \):

\[ \theta : \{E, R, T, S, P\}^M \times \{I_1, ..., I_n\} \rightarrow \{C, D\} \]

deciding what to play (C or D) given the sequence of M last game states \( s = s_1...s_M \) \((s_i \in \{E, R, T, S, P\}\) with \(1 \leq i \leq M\)), and the recognized intention \( I \in \{I_1, ..., I_n\}\). It means that the intention recognizer needs to memorize the state of at most \( M \) last interactions with its co-player, besides the fixed set of probabilistic constants in Eq. (3) specifically for the purpose
of intention recognition. It is done as follows. From the plan sessions in the training corpus for each intention we compute the (per-round) average payoff the intention recognizer would receive with respect to each choice (C or D), for each possible sequence of states \( s \). The choice giving greater payoff is chosen. Formally, let \( DS(I) \) be the set of all sequences of actions (plan sessions), \( Sq = A_1...A_k \) \((A_i \in \Sigma_M, \ 1 \leq i \leq k)\), for intention \( I \) in the corpus and \( \pi(Sq,j) \) the payoff the intention recognizer would get at round \( j \). In the following, if the sequence (plan session) in which the payoff being computed is clear from the context, we ignore it and simply write \( \pi(j) \).

Thus,

\[
\theta(s, I) = \arg \max_{\xi \in \{C,D\}} \frac{\Pi_{\xi}}{N_{\xi}}
\]

where

\[
\Pi_{\xi} = \sum_{A_1...A_k \in DS(I)} \sum_{1 \leq i \leq k}^{k} \pi(j)
\]

and

\[
N_{\xi} = \sum_{A_1...A_k \in DS(I)} \sum_{1 \leq i \leq k}^{k} 1.
\]

A more general version of this decision making model is provided by considering a discount factor, say \( \frac{1}{\alpha} \) where \( 0 < \alpha \leq 1 \), stating how much the payoffs of distant rounds are less important:

\[
\theta(s, I) = \arg \max_{\xi \in \{C,D\}} \frac{\Pi_{\alpha\xi}}{N_{\alpha\xi}}
\]

where

\[
\Pi_{\alpha\xi} = \sum_{A_1...A_k \in DS(I)} \sum_{1 \leq i \leq k}^{k} \alpha^{j-i} \pi(j)
\]

and

\[
N_{\alpha\xi} = \sum_{A_1...A_k \in DS(I)} \sum_{1 \leq i \leq k}^{k} \alpha^{j-i}.
\]

The first model is a special case of the second one where \( \alpha = 1 \). This is the most future-optimistic case. If \( \alpha \) is small enough \((\alpha \approx 0)\), \( \theta(s, I) = D \): in a given round of PD, it is always best to defect. This is the future-pessimistic case.

Note that, at the first round, there is no information about the co-player. The intention
recognizer cooperates, i.e. \( \theta(E^M, I) = C \ \forall I \in \{I_1, ..., I_n\} \).

3 Models Acquisition and Evaluation

3.1 Plan Corpus Generation

With the corpus description provided in Subsection 2.4, let us start by generating a plan corpus of four of the most famous strategies within the framework of repeated games of cooperation: AllC (always cooperate), AllD (always defect), TFT and WSLS (see above). Not only these strategies constitute the most used corpus of strategies used in this context, as most other strategies can be seen as a high-level composition of the principles enclosed in these strategies. Hence, intention recognizers map their opponent’s behaviors to the closest strategy that they know and interact accordingly. When their knowledge is extended to incorporate new strategies, the models can be revised on the fly. However, this issue is beyond the scope of this article.

Let us further note that here we are not trying to design any optimal strategy for the repeated PD. Indeed, our aim is solely to provide a minimal model which supports the idea that intention recognition may prevail and evolve in the presence of cooperation dilemmas. While intention recognition may have played an important evolutionary role [88, 77, 39], it is difficult to conceive it as the key cognitive skill towards cooperation. Nevertheless, we could easily include other more complex strategies, such those with greater memory sizes and/or learning capability [38, 30], and let the intention recognizers learn to recognize them in a similar manner, by equipping the recognizers with memory capacity concomitant with that of its co-players’. As repeated games provide endless possibilities in what concerns the cognitive principles behind each particular strategy, as it can be easily understood, it was not our goal to provide an exhaustive study on all variants of the strategies analyzed here.

We collect plan sessions of each strategy by playing a random move (C or D) in each round with it. To be more thorough, we can also play all possible combinations for each given number of rounds \( m \). For example, if \( m = 10 \), there will be \( 1024 = 2^{10} \) combinations—C or D in each round. Moreover, since interactions in the presence of noise are taken into consideration, each combination is played repeatedly several times.
<table>
<thead>
<tr>
<th></th>
<th>AllC</th>
<th>AllID</th>
<th>TFT</th>
<th>WSLS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.859</td>
<td>0.999</td>
<td>0.818</td>
<td>0.579</td>
<td>0.824</td>
</tr>
<tr>
<td>Recall</td>
<td>0.859</td>
<td>0.999</td>
<td>0.818</td>
<td>0.575</td>
<td>0.824</td>
</tr>
<tr>
<td>Converg.</td>
<td>0.859</td>
<td>0.999</td>
<td>0.719</td>
<td>0.579</td>
<td>0.805</td>
</tr>
</tbody>
</table>

Table 1: Intention recognition results for each strategy and the total.

The training corpus to be used here is generated by playing with each strategy all the possible combinations 20 times, for each number of rounds $m$ from 5 to 10. The testing dataset is generated by playing a random move with each strategy in each round, also for $m$ from 5 to 10. We continue until obtaining the same number of plan sessions as of the training dataset (corpus). Both datasets are generated in the presence of noise (namely, an intended move is wrongly performed with probability 0.05).

3.2 Intention Recognition Model

3.2.1 Evaluation Metrics

For evaluating the intention recognition model, we use three different metrics. Precision and recall report the number of correct predictions divided by total predictions and total prediction opportunities, respectively. If the intention recognizer always makes a prediction (whenever it has the opportunity), recall is equal to precision. Convergence is a metric that indicates how much time the recognizer took to converge on what the current user goal/intention was. Formal definitions of the metrics can be found in [2].

3.2.2 Results

The intention recognition model is acquired using the training corpus. Table 1 shows the recognition results of the model for the testing dataset, using the three metrics described above. We show the recognition result for each strategy, and for the whole dataset. Given that the training as well as the testing datasets are generated in the presence of noise, the achieved intention recognition performance is quite good. In the next section, we study the performance of players using this intention recognition model together with the intention-based decision making model (called IR players) in large scale population settings—particularly to address “What is the role of intention recognition for the emergence of cooperation?”
Figure 1: Decision making model for different values of $\alpha$. If the recognized intention is $\text{AllC}$ or $\text{AllD}$, intention recognizers (IR) always defect, regardless of the current states. If it is $\text{TFT}$, IR cooperates when $\alpha$ is large enough, regardless of the current states. If it is $\text{WSLS}$, if the current states are $S$ or $T$, IR always defects; otherwise, IR cooperates for large enough $\alpha$. This model is acquired for a PD with $R = 1, S = -1, T = 2, P = 0$. The model has the same behavior for all PD payoff matrices used in this paper.

### 3.3 Decision Making Model

The decision making model (in Subsection 2.6) is acquired using the training corpus (Figure 1). We henceforth use $\alpha = 1$, i.e., independently of the PD payoff matrices (used in this paper), if at the current round the co-player’s recognized intention is a unconditional one ($\text{AllC}$ or $\text{AllD}$), IR always defects, regardless of the current game states; if it is $\text{TFT}$, IR always cooperates; and if it is $\text{WSLS}$, IR cooperates if and only if the current state is either $R$ or $P$.

From here it is clear that, similar to $\text{WSLS}$ and $\text{TFT}$, at each round, the strategy IR grounds its decision solely on the last move of others ($M = 1$). The remaining memory capacity required for the functioning of IR is used for the purpose of identifying its co-player’s intention. That is to say, if IR is provided with its co-player’s intention, albeit by any other possibly cheaper intention recognition methods or heuristics, it only needs to remember the last interaction. That means the success of our IR strategy, described below, is exclusively governed by the effect of taking into account its co-player’s intention in choosing a move, not its larger-memory capacity, used once to identify that intention\(^2\). In this respect, we also note the important role of intention-based decision making has been recognized in a diversity of experimental studies in behavioral economics, e.g. in [17, 16, 54].

\(^2\)This should well be the case because the link between memory size and the most abstract aspects of intelligence must be an indirect one: conceptual thinking can be hardly reduced to simple memory storage and retrieval [15]. The development (and evolution) of complex cognitive abilities require long-term memory capacity, but the latter one is obviously not the whole story.
Figure 2 shows how an IR using these acquired intention recognition and intention-based decision making model interacts with other strategies, including AllC, AllD, TFT, WSLS and another IR, in the absence of noise. Except with AllD, IR plays C in the first two rounds with other strategies: IR always plays C in the first round, and since others also play C (thus, the action is EC), they are predicted as a TFT (since \( P(EC|ALLC) = P(EC|TFT) = P(EC|WSLS) \geq P(EC|AllD) \))—therefore, IR plays C in the second round. Note that here TFT is set with a higher priority than WSLS, which in turn has a higher priority than AllC. In the third round, these strategies are all predicted as AllC since they play C in the second round (and since \( P(RC|ALLC) > P(RC|WSLS) > P(RC|TFT) \)). Hence, IR plays D in this round. The moves of these strategies (the other IR plays D, others play C) classifies IR to be WSLS, and the other three remain to be AllC, since \( P(RD|WSLS) > P(RD|TFT) \geq P(RD|AllC) \). The two inequalities \( P(RC|WSLS) > P(RC|TFT) \) and \( P(RD|WSLS) > P(RD|TFT) \), for big enough training corpus, are easily seen to hold: although TFT and WSLS equally likely play C (resp., D) after R, since WSLS corrects mistakes better than TFT, mutual cooperations are more frequent in plan sessions for WSLS in the training corpus. The reaction in the fourth round classifies TFT to be TFT, IR and WSLS to be WSLS, and AllC to be AllC; and like that in the subsequent rounds. From the fifth round on, IR cooperates with WSLS, TFT and another IR. If the number of rounds to be played is very large, up to some big round, these three strategies will be recognized as AllC again (since \( P(RC|ALLC) > P(RC|WSLS) > P(RC|TFT) \)), then the process repeats as from third round. In our corpus, it only happens after more than 100 rounds. In playing with an AllD, IR cooperates in the first round, and defects in the remaining rounds, since \( P(ED|ALLD) \geq P(ED|I) \) for all \( I \in \{AllC, TFT, WSLS\} \) and furthermore \( P(s|ALLD) \geq P(s|I) \) for all \( I \in \{AllC, TFT, WSLS\} \) and \( s \in \{RD, SD, TD, PD\} \).

4 Experiments and Results

In the following we provide analytical results under different evolutionary dynamics as well as using computer-based simulations. We show that the introduction of intention recognition promotes the emergence of cooperation in various settings, even in the presence of noise.
4.1 Analysis

To begin with, let us consider a population of AllC, AllD and IR players. They play the repeated PD. Suppose \( m (m < 100) \) is the average number of rounds. In the absence of noise, the payoff matrix of AllC, AllD and IR in \( m \) rounds is given by (Figure 2, \( \alpha = 1 \))

\[
\begin{pmatrix}

\text{AllC} & \text{AllD} & \text{IR} \\
\text{AllC} & Rm & Sm & 2R + S(m-2) \\
\text{AllD} & Tm & Pm & T + P(m-1) \\
\text{IR} & T(m-2) + 2R & P(m-1) + S & R(m-1) + P \\
\end{pmatrix}
\]

In each round, AllC cooperates. Thus, its co-player would obtain a reward \( R \) if it cooperates and a temptation payoff \( T \) otherwise; Hence, in playing with AllC (first column of the matrix), another AllC obtains \( m \) times of \( R \) since it cooperates in each round; AllD obtains \( m \) times of \( T \) since it defects in each round; and IR obtains 2 times of \( R \) and \( (m-2) \) times of \( T \) since it cooperates with AllC in the first two rounds and defects in the remaining rounds (Figure 2). Other elements of the matrix are computed similarly.

Pairwise comparisons [27, 68, 47] of the three strategies lead to the conclusions that AllC is dominated by IR and that IR is an evolutionary stable strategy [27] if

\[
R(m-1) > T + P(m-2)
\]

which always holds for \( m \geq 3 \) (since \( 2R > T + P \) and \( R > P \)). Evolutionarily stable strategy is a strategy which, if adopted by a population of players, cannot be invaded by any alternative strategy that is initially rare [27]. This condition guarantees that once IR dominates the population, it becomes stable (for \( m \geq 3 \)).
Figure 3: Simulation results for Donor game. In panels (a) and (b), we consider populations of three strategies, AllC, AllD and either IR, TFT or WSLS—equally distributed at the beginning. We plot the final fraction of IR, TFT and WSLS. All simulations end up in a homogeneous state (i.e. having only one type of strategy) in less than 5000 generations. Our results show that IR prevails TFT and WSLS for different benefit-to-cost ratios b/c (panel a) and for different levels of noise (panel b). For a small ratio b/c (around 1.2), IR starts having winning opportunity, and from around 1.4 the population always converges to the homogeneous state of IR. For TFT, they are 1.4 and 2.1, respectively. WSLS has no chance to win for b/c ≤ 2.4. The dashed black curve in (a) shows that the fraction of cooperation in the population of AllC, AllD and IR is monotonic to b/c. In (b), our result shows that, in the presence of noise, IR outperforms TFT and WSLS. This result is robust to chance on the value of b/c (the inset of panel (b)). In panels (c) and (d), we consider a more complex setting where the population consists of several types of strategies: AllC, AllD, TFT, WSLS, GTFT (probability of forgiving a defect is 0.5) and IR (panel (c)) or without IR (panel (d)). Except for the defective AllD and IR, the other strategies are cooperative. Thus, instead of initially being equally distributed, we include a higher fraction of AllDs in the initial population. Namely, each type has 40 individuals, and AllD has 80. IR always wins (panel (c)). However, if IR individuals are removed, AllD is the winner (panel (d)), showing how IRs work as a catalyst for cooperation. We have tested and obtained similar results for larger population sizes. Finally, in (a) and (b) we show how WSLS performs badly, as WSLS needs TFTs as a catalyst to perform well [68]—which can be observed in panels (c) and (d). All results were obtained averaging over 100 runs, for m = 10, N = 100 and β = 0.1.
Furthermore, one can show that

1. IR is risk-dominant \([27, 68]\) against AllD if
   \[ R(m - 1) + S > P(m - 1) + T, \]
   which is equivalent to
   \[ m > \frac{T + R - S - P}{R - P}. \] (7)
   For Donor game, it is equivalent to: \( m > 2b/(b - c). \)

2. IR is advantageous \([27, 68]\) against AllD if
   \[ R(m - 1) + 2S > T + Pm, \]
   which is equivalent to
   \[ m > \frac{T + R - 2S}{R - P}. \] (8)
   For Donor game, it is equivalent to: \( m > (2b + c)/(b - c). \)

Since IR and AllD are both evolutionary stable strategies, Eq. (7) provides the condition for which IR has the greater basin of attraction \([47, 68]\). Eq. (8) provides the condition for which natural selection favors an IR to replace a population of AllDs, i.e. IR has a fixation probability greater than the neural one \((1/N)\) \([47, 68]\).

### 4.2 Evolutionary Simulations

In the presence of noise, it was not easy to provide an exact mathematical analysis. Instead, we will study this case using computer simulations. For convenience and a clear representation of simulation results, we perform our simulations using the Donor game \([68]\), i.e., \( T = b, \ R = b - c, \ P = 0, \ S = -c \), satisfying that \( b > c > 0. \)

We start with a well-mixed population of size \( N \), with individuals using different strategies. In each round of a generation, each individual interacts with all others, engaging in a PD game. The payoffs are accumulated over all the rounds. After each generation, an individual is randomly selected from the population, and will adopt the strategy of another randomly selected individual using the pairwise comparison rule \([74, 79]\), described in Subsection 2.2.

The results for some different settings are shown in Figure 3. Our results show that IR always prevails against other strategies, including TFT, WSLS and GTFT, for different benefit-to-cost ratios \( b/c \), as well as more robust to noise. Namely, it has a strictly larger range of the
Figure 4: Stationary distribution (in percentage) of each strategy depending on the intensity of selection $\beta$. The population consists of five strategies AllC, AllD, TFT, WSLS, and IR. For small values of $\beta$, selection is nearly neutral. Strategy updating is mostly random and frequencies of all strategies are roughly equal. Discrimination between strategies occurs when $\beta$ increases. (a) When noise is small, IR always wins; (b) When noise is large, IRs wins for small $\beta$; WSLS wins when $\beta$ is large. All calculations are made with $b/c = 3$, $m = 10$, $N = 100$. When noise is present, the average payoffs of each strategy are obtained by averaging $10^7$ runs.
Figure 5: Stationary distribution (in percentage) of each strategy depending on the cognition cost, $\varsigma$. The population consists of five strategies AllC, AllD, TFT, WSLS, and IR. For small enough values of $\varsigma$, the population spends most of the time in the homogenous state of IR. When $\varsigma$ is large, WSLS prevails. All calculations are made with $b = 3$, $c = 1$, $m = 10$, $N = 100$, $\epsilon = 0.01$. When noise is present, the average payoffs of each strategy are obtained by averaging $10^7$ runs.

benefit-to-cost ratio where cooperation can emerge, and can maintain it under a larger level of noise.

4.3 Intensity of Selection

We consider a setting where five strategies AllC, AllD, TFT, WSLS, and IR are present in the population. We compute numerically stationary distributions for variable intensity of selection $\beta$ (Figure 4), using the method described in Subsection 2.2. The results show that, for small enough noise, the population always spends more time in the homogeneous state of IR, especially for strong intensities of selection (Figure 4a). When noise is large, WSLS wins for strong intensities of selection, but IR still wins for the slow ones (Figure 4b).

Note that in case the intensity of selection $\beta$ is very small, it is commonly referred to in the literature as weak selection [43, 79, 89]. Weak selection describes the situation in which the returns from the game represent a small perturbation to the fitness of an individual [1, 11, 81].
4.4 Cognitive Cost of Intention Recognition

We now extend our model to take into account the (cognitive) cost needed to perform intention recognition. Let us denote this cost of cognition by $\varsigma$. In each interaction, it is subtracted from the payoff of IRs. Given the difficulty to assess the costs associated with a given cognitive skill—see, e.g., [38, 30, 13], where cognition costs were not considered as significant in the time-scale of strategy evolution—we are not able to provide a particular value, even if in relative terms. For this reason, we provide analysis on the range of $\varsigma$ under which IRs still prevail, identifying the values of $\varsigma$ above which IR will, as expected, be washed out from the population.

In a population of three strategies, AllC, AllD and IR, and in the absence of noise, we derive some analytical results for $\varsigma$ under which IR is favored by natural selection in different settings. First, we can re-write the payoff matrix as follows

\[
\begin{pmatrix}
\text{AllC} & \text{AllD} & \text{IR} \\
\text{AllC} & R_m & S_m & 2R + S(m - 2) \\
\text{AllD} & T_m & P_m & T + P(m - 1) \\
\text{IR} & T(m - 2) + 2R - m\varsigma & P(m - 1) + S - m\varsigma & R(m - 1) + P - m\varsigma
\end{pmatrix}
\]

Similarly to the analysis in Section 4.1, pairwise comparisons of the three strategies lead to the conclusions that IR is an evolutionary stable strategy if

\[
\varsigma < \min \left\{ R - S - \frac{3R - P - 2S}{m}, R - P - \frac{R + T - 2P}{m} \right\}.
\]

This inequality holds if $m \geq 3$ (guaranteeing that the right hand side is positive) and the cognitive cost $\varsigma$ is small enough. These conditions also guarantee that AllC is dominated by IR.

One can show that IR is risk-dominant [27, 68] against AllD if

\[
\varsigma < \frac{R - P}{2} - \frac{T + R - S - P}{2m}.
\]

Furthermore, IR is advantageous [27, 68] against AllD if

\[
\varsigma < \frac{R - P}{3} - \frac{T + R - 2S}{3m}.
\]
Eq. (10) provides the condition on $\varsigma$ for which $IR$ has the greater basin of attraction [47, 68]. Furthermore, Eq. (11) provides the condition on $\varsigma$ for which natural selection favors an $IR$ to replace a population of $AllDs$, i.e. $IR$ has a fixation probability greater than the neutral one $(1/N)$ [47, 68].

Now let us consider the population where all five strategies $AllC$, $AllD$, $TFT$, $WSLS$, and $IR$ are present in the population. Our simulation result (Figure 5) shows that if the cost to perform intention recognition is small enough, $IR$ prevails: the population spends most of the time in the homogeneous state $IR$. However, as $\varsigma$ increases, as expected, the advantage of $IR$ is undermined by this external cost, letting however the conditions for cooperation to prevail in the long-run, as $IR$ is replaced by $WSLS$.

5 Concluding Remarks

Using the tool of evolutionary game theory, we have shown, analytically as well as by extensive computer simulations, that intention recognition may co-evolve with cooperation. From this co-evolution, cooperation prevails in the long-run. Given the broad spectrum of problems which are addressed using this cooperative metaphor, our result indicates how intention recognition can be pivotal in social dynamics. Individuals which are equipped with an ability to recognize intention of others, i.e. intention recognizers, can quickly recognize the unconditional defectors $AllDs$, thus not being exploited by them as for the $WSLS$ strategy. For their own benefit, the intention recognizers can recognize and exploit the unconditional cooperators $AllCs$, thus do not suffer random drift as $TFT$ and $GTFT$. Furthermore, the intention recognizers are cooperative with the conditional cooperators, including $TFT$, $WSLS$, and players like themselves.

We have shown that a population with some initial fraction of intention recognizers acting selfishly to achieve greatest benefit can lead to a stable cooperation where intention recognizers come to prevail upon and permeate the population. The intention recognition strategy has a greater range of benefit-to-cost ratios leading to cooperation than the most successful existent strategies, including $TFT$ and $WSLS$. We have also shown that it is more robust to noise, and it prevails under a various range of intensities of selection. Furthermore, all mentioned results are robust assuming that the cost of performing intention recognition is small enough compared
to the cost of attempting to cooperate. This outcome is only undermined in the presence of external factors, represented here by a cost associated with higher cognitive skills.

In addition, our approach of using a plan corpus makes a case for other artificial intelligence techniques to work with the problem of cooperation. In this work, we studied the role of intention recognition for the emergence of cooperation, but other cognitive abilities are also of great interest and importance, as pattern recognition algorithms, and others. Classification algorithms (or supervised learning in general) are clearly a good candidate. Indeed, intention recognition can be considered as a classification problem: the sequence of observed actions is classified into a known strategy. Clustering algorithms (or unsupervised learning in general) can be used to categorize the sequences of actions that are not fit with the known strategies. This is a way to learn about unknown strategies, categorize them, revise the model to take them into account (and pass the revised model to the successors). Bridging such sophisticated techniques with human evolution and behavior remains an open challenge, both for artificial intelligence and theoretical biology. Following an already long tradition in artificial life research, our study provides a step further in that direction.
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<table>
<thead>
<tr>
<th>Method</th>
<th>AllC</th>
<th>AllD</th>
<th>TFT</th>
<th>WSLS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.859</td>
<td>0.999</td>
<td>0.818</td>
<td>0.579</td>
<td>0.824</td>
</tr>
<tr>
<td>Recall</td>
<td>0.859</td>
<td>0.999</td>
<td>0.818</td>
<td>0.575</td>
<td>0.824</td>
</tr>
<tr>
<td>Converg.</td>
<td>0.859</td>
<td>0.999</td>
<td>0.719</td>
<td>0.579</td>
<td>0.805</td>
</tr>
</tbody>
</table>
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