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Abstract—System event logs are often the primary source of information for diagnosing (and predicting) the causes of failures for cluster systems. Due to interactions among the system hardware and software components, the system event logs for large cluster systems are comprised of streams of interleaved events, and only a small fraction of the events over a small time span are relevant to the diagnosis of a given failure. Furthermore, the process of troubleshooting the causes of failures is largely manual and ad-hoc. In this paper, we present a systematic methodology for reconstructing event order and establishing correlations among events which indicate the root-causes of a given failure from very large syslogs. We developed a diagnostics tool, FDiag, to extract the log entries as structured message templates and uses statistical correlation analysis to establish probable cause and effect relationships for the fault being analyzed. We applied FDiag to analyze failures due to breakdowns in interactions between the Lustre file system and its clients on the Ranger supercomputer at the Texas Advanced Computing Center (TACC). The results are positive. FDiag is able to identify the dates and the time periods that contain the significant events which eventually led to the occurrence of compute node soft lockups.
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I. INTRODUCTION

Large supercomputers, particularly those using open source software, are more and more being constructed from many different hardware and software components. Failures arise both in single component failures and from interactions among components, particularly software components. Diagnosis of failures is mostly done manually by systems administrators examining system event logs and applying their knowledge of the system and its components to identify the causes of a given failure. Syslog event logs are a stream of interleaved events in diverse forms from many components and only a small fraction of the events over the surrounding time span are relevant to the diagnosis of a given failure [1], [2]. The process of identifying the events that caused the system to fail is an effort intensive and time-consuming task.

Recognizing the impact that failures have on the productivity of large computing clusters [3] and the burden system administrators have to shoulder, increasing attention has been dedicated to: (a) the study of system logs [4]–[6], (b) algorithms for clustering log messages [7]–[14], (c) log processing and management tools [15]–[18], (d) fault detection techniques [19]–[21], (e) failure prediction techniques [22]–[26], and (f) visualization techniques [27] to help system administrators in their diagnosis of system failures. All these activities point towards growing interest of the HPC and Knowledge Discovery research communities in this field and the contributions these works have made.

Most of the work cited above focused on addressing the problems that are related to specific activities in the system fault detection and failure prediction space. There is, however, little published work on methodologies and tools that capture fault diagnostics processes and help the system administrators diagnose the root-causes of failures [28], [29] in large high-performance computing clusters. In this paper, we present a systematic methodology to aid the administrators of large HPC cluster systems diagnose the root-causes of failures from very large system logs. We developed a tool called FDiag which comprises of three main components: (1) a Message Template Extractor (MTE) that adds structure to the logs by extracting the message templates and producing a standard data format for further processing, (2) a Statistical Event Correlator (SEC) that identifies the strongly correlated message templates for any given symptom event, and (3) an Episode Constructor that constructs and identifies the period of time (referred to as episodes hereafter) that contain the strongly correlated message templates. These templates correspond to system events that have occurred. By identifying these system events and the episodes that contain these events, the system administrator can then flesh out the events that are very likely to have led to the occurrence of the system failure. Applying FDiag to a real case study, we identified the dates and episodes that are related to Lustre filesystem problems that resulted in the occurrence of compute node soft-lockups - a commonly occurring problem encountered by the administrators of the Ranger supercomputer at TACC. The diagnostics process and the dates on which these episodes occurred have been validated by the administrators from TACC and ACRC. Our key contributions are:

- We combine three activities in the systems fault detection and failure prediction space, i.e.: preprocessing, system event correlation and episode discovery and developed
a fault diagnostics tool, FDiag, that directly supports the system administrators fault diagnostics processes. Then, we describe how the fault diagnostics processes can be automated by providing detailed descriptions of workflows for each activity.

- We show that FDiag can identify from very large system logs, the episodes that contain the events and the dates on which the occurrence of these events led to the occurrence of compute node soft lockups on the Ranger supercomputer. Furthermore, we also show that FDiag can identify the significant events from these episodes, despite the fact that the log entries in the Ranger sysslogs were not tagged with any priority information.

- We show the usefulness of text strings in the log messages for fault and failure detection, specifically in the diagnosis of the root-causes of system failures in a large computing cluster system.

The remainder of this paper is organized as follows: In the background section, we present an overview of the manual fault diagnostics processes and the system context in which we are working with. Then, we present the details of our fault diagnostics tool FDiag, and this is followed by a case study where we demonstrate how FDiag has helped the Ranger system administrators identify the root-causes of compute node soft lockups. We present a detailed survey of the related work in this area and conclude with a brief outlook on future work.

II. BACKGROUND

The diagnosis of system faults begin when an anomaly is detected as depicted in Fig 1. The system administrator then attempts to find the cause (locating the fault) by tracing back the events leading up to this anomaly. Due to the size of the syslog files, the administrator does not read the log in a sequential manner. Instead, a common approach is to jump to a log entry that is consistent with the anomaly observed. For instance, in a system crash, the obvious starting point would be the last entry in the log before the crash. Alternatively, one could begin at specific time instances if these can be deduced from the anomaly. Once this log entry is found, there are two things to look for. Firstly, the sequence of log entries leading up to it, and secondly, other related log entries that are known to be associated with it. A general assessment of the sequence of events (episode) leading up to the fault is then hypothesized and tested until the administrator is confident in his diagnosis. A positive diagnosis generally requires assessment of multiple possibilities to arrive at the most likely scenario.

Therefore, the problem is to determine and present to the systems administrator, the events and correlations among the events which are required to enable the diagnosis of system failures. For the rest of this paper, we will refer to the sequence of log messages associated with the events caused by a failure as an episode. Thus, the job of diagnosing a failure is to extract this episode from the system logs and associate it with the cause of the failure, a process known as root-cause analysis. The aim of our methodology is to automatically extract and present the episodes to aid the system administrators in diagnosing a failure. In addition, the episodes may enable implementation of an automated online detection monitor. A typical process of extracting the episodes is shown in Fig 1. On the right hand side, we show the traditional manual process of extracting this information. This process is largely manual and extensive knowledge of the system is required. The target of our methodology is to capture the flow and semantics of the manual process in a fault diagnostics framework shown on the left hand side of Fig 1.

A. System Context

Our work is carried out on the Ranger supercomputer at the Texas Advanced Computing Center (TACC)\(^1\). It is a Linux cluster comprising of 3,936 nodes (16 processors per node) each with its own Linux kernel. As such, all nodes are capable of generating log messages independent of each other. These messages are combined and interleaved in time as a centralized "syslog" file for collection purposes. However, due to the sheer number of nodes, two consecutive messages from a single node may be separated by thousands of other messages (from other nodes) in this interleaved format. This makes manual fault finding difficult as the system administrator can no longer easily scan for correlated events in the logs as these events are separated by thousands of other events.

As the system becomes more complex, a typical sequence of messages that leads up to a failure generally involve multiple nodes. Furthermore, such multi-node failures are the most difficult to diagnose manually. This motivates our approach

---

\(^1\)Details of the Ranger supercomputer is available from the following URL: [http://www.tacc.utexas.edu/resources/hpc/#constellation](http://www.tacc.utexas.edu/resources/hpc/#constellation)
in extracting the temporal (across time) and spatial (across nodes) correlation between the log entries.

III. FDIAG: A TOOL FOR FAILURE DIAGNOSIS

Discovering the events that are associated with a system failure is a largely manual and time-consuming task. Hence the role of FDiag is to aid the systems administrators in diagnosing the root-causes of failures in large cluster systems. In this section, we describe in detail, the components in FDiag as shown in Fig 2 and how FDiag can be used. For the convenience of our reader, a summary of the terms and definitions used in our paper is provided in Table I. FDiag will be available at the Institute of High-Performance Computing open-source webpage.

TABLE I
DEFINITION OF TERMS USED IN THIS PAPER.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC&lt;sub&gt;n&lt;/sub&gt;</td>
<td>ASCII code number n</td>
</tr>
<tr>
<td>Alphabet</td>
<td>A = {A − Z} ∪ {a − z}</td>
</tr>
<tr>
<td>Symbol</td>
<td>S = {AC&lt;sub&gt;53&lt;/sub&gt;−7} ∪ {AC&lt;sub&gt;58&lt;/sub&gt;−64} ∪ {AC&lt;sub&gt;91&lt;/sub&gt;−96} ∪ {AC&lt;sub&gt;123&lt;/sub&gt;−126}</td>
</tr>
<tr>
<td>Number</td>
<td>N = {0</td>
</tr>
<tr>
<td>Token</td>
<td>T, a sequence of x ∈ A ∪ S ∪ N and x ∉ {AC&lt;sub&gt;32&lt;/sub&gt;}</td>
</tr>
<tr>
<td>Constant</td>
<td>C, a sequence of x ∈ A ∪ S and x ∉ {AC&lt;sub&gt;32&lt;/sub&gt;}</td>
</tr>
<tr>
<td>Variable</td>
<td>V, a sequence of x ∈ A ∪ S ∪ N and x ∉ {AC&lt;sub&gt;32&lt;/sub&gt;}</td>
</tr>
<tr>
<td>Constants</td>
<td>CS, a sequence of C&lt;sub&gt;i&lt;/sub&gt; such that ∀C&lt;sub&gt;i&lt;/sub&gt; ∈ CS 1 ≤ i ≤ I, each C&lt;sub&gt;i&lt;/sub&gt; is delimited by {AC&lt;sub&gt;32&lt;/sub&gt;}</td>
</tr>
<tr>
<td>Variables</td>
<td>VS, a sequence of V&lt;sub&gt;j&lt;/sub&gt; such that ∀V&lt;sub&gt;j&lt;/sub&gt; ∈ VS 1 ≤ j ≤ J, each V&lt;sub&gt;j&lt;/sub&gt; is delimited by {AC&lt;sub&gt;32&lt;/sub&gt;}</td>
</tr>
<tr>
<td>Message</td>
<td>M, a sequence of T such that ∀T&lt;sub&gt;i&lt;/sub&gt; ∈ M, each T&lt;sub&gt;i&lt;/sub&gt; is delimited by {AC&lt;sub&gt;32&lt;/sub&gt;}</td>
</tr>
<tr>
<td>Domain Knowledge Group</td>
<td>Ω&lt;sub&gt;DKG&lt;/sub&gt;, a set of pairs {(CS&lt;sub&gt;dkt&lt;/sub&gt;, CS&lt;sub&gt;i&lt;/sub&gt;)} such that CS&lt;sub&gt;dkt&lt;/sub&gt; ≠ CS&lt;sub&gt;i&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

A. Message Template Extractor

The POSIX standard [30] for logging system events allows complete freedom in formatting the log entries, hence one can not guarantee that the same piece of information is presented consistently throughout. For example, given the message body of two syslog entries from the Ranger supercomputer:

```
kernel: LustreError: 15949:0:(quota_.
master.c:514:mds_quota_adjust()) mds>
```

and

```
kernl: LustreError: 15817:0:(quota_.
master.c:514:mds_quota_adjust()) mds>
```

an administrator can easily pick out the key phrase, i.e.: mds adjust qunit failed! to search for similar messages. The administrator would not search for kernel; as it will return too many false positives. Furthermore, he/she may attempt to search for opc: just to see if there are other message bodies that may contain this cryptic token to shed some light as to what opc stands for. It is these types of relationships that we are trying to extract automatically. Our definition of a token is given in Table I.

Firstly, we observed from several messages of the same type that tokens in the English dictionary tend to exhibit common patterns while the alpha-numerical tokens exhibit less common patterns. Furthermore, we observed that the English-type tokens contain strings such as eviction, recovery, communication etc. while the alpha-numerical tokens contain strings such as scratch-ost001d. Consulting the system administrators on our observations, we learnt that (1) the English-type tokens could serve as indicators of the event that has occurred in the system, and (2) the alpha-numerical tokens could serve as indicators of which component/software function is in need of help.

Leveraging these observations, we defined two categories of tokens called Constants and Variables. Constants are sequences of tokens that comprise of “letters in the English alphabet and punctuations” while Variables are sequences of tokens that comprise of “letters in the English alphabet, punctuations and at least one number”. The formal definitions of Constants, Variables, alphabets, punctuations (represented by the term symbol), numbers and messages are given in Table I. The job of the Message Template Extractor is to extract Constants and Variables from the messages and to create a standard data format for analysis.

Next, we show in Fig 3, an MTE workflow and the steps to extract the Constants templates and create the data format. A similar workflow for extracting Variables templates can be performed by using FDiag function 1.10 in Step 3 (S3).

- S1: Split the raw logs into logs for individual days.
- S2: Extract the message bodies from the log entries.
- S3: Extract each Constant from the message bodies.
- S4: Merge the Constants.
- S5: Identify the unique Constants and obtain the Constants templates.
- S6: Compute the daily frequency occurrences of the Constants templates.

We extracted the Constants and Variables templates from the Ranger and Turing syslogs, and the BlueGene/L RAS logs [5]. A summary of the logs and the distribution of Constants and Variables templates is shown in Table II. Samples of the
logs from the Ranger, Turing\(^3\) and BlueGene/L systems are shown in Table III. The purpose of applying MTE to the logs from Turing and BlueGene/L is to show that it can extract templates from the logs produced by different supercomputers. Note that FDiag, being a flexible framework, can be extended to include finer-grained temporal resolutions and new problem mappings.

### B. Statistical Event Correlator

The Statistical Event Correlator or SEC - the second component of FDiag - attempts to discover trends in the occurrence of system events by analyzing the strength of pair-wise associations between system events. A goal of SEC is to provide an answer to the following question:

*Given knowledge of any system event (e.g.: evict), find all the system events that are associated with the given event, and how strongly associated these system events are to the given event.*

More specifically, we are interested to know if an increase or a decrease in the occurrence of the given event will likely be followed by a respective increase or a decrease in another event. Pearson Correlation Coefficient, arguably the most widely used method for measuring the association between two measured quantities, can be used to discover such trends [31]. Note that the objective of our methodology is not to compare the performance of different algorithms, but to enable validation of the analysis results against system administrators domain knowledge and to enable them acquire domain knowledge.

In the context of SEC, system events are represented as Constants templates. The workflow for SEC, shown in Fig 4, provides three steps for discovering trends of pair-wise associations between templates. These steps are: (1) create the Pearson Correlation matrix, (2) generate a heat-map to visualize the strength of pair-wise associations of template pairs, and (3) create Domain Knowledge Groups. A formal definition of a Domain Knowledge Group or DKG is provided in Table I. A detailed description of each step in the SEC workflow follows:

**Description of SEC Workflow:** As an example, let \( FM \) be a Constants templates frequency occurrence matrix with \( i \) rows and \( n \) columns. Let \( X = \text{row vector} 1 \) \( FM_{1,j} \), \( Y = \text{row vector} 2 \) \( FM_{2,j}, 1 \leq j \leq n \). The Pearson Correlation Coefficient [31] for \( X \) and \( Y \) is:

\[
r = \frac{1}{n-1} \sum_{i=1}^{n} \frac{X_i - \bar{X}}{s_x} \frac{Y_i - \bar{Y}}{s_y}
\]

where \( X, \bar{Y} = \text{mean of } X \) and \( Y \), \( s_x, s_y = \text{standard deviation of } X \) and \( Y \), \( X_i, Y_i ∈ X, Y_i ∈ Y \), and \( n = \text{the sample size of } X \) and \( Y \). The value of the correlation coefficient should range between 1 to -1, i.e.: if \( X \) and \( Y \) are identical, then \( r = 1 \), but if \( X \) and \( Y \) are exactly opposite, then \( r = -1 \).

Next, to construct the correlation matrix, the system administrator can provide as input to SEC, domain knowledge which is represented as keyword(s) (e.g.: “evict”, “lockup”, etc.). The inclusion of domain knowledge performs three important roles: (a) it validates the analysis results against the system administrators knowledge of the system, (b) it demonstrates FDiag’s usefulness in assisting system administrators acquire domain knowledge, (c) it enables customization of FDiag to support diagnosis of multiple types of failures and execution environments. SEC will search and extract all the row vectors in \( FM \) that correspond to the Constants templates that contain tokens matching these keyword(s). From these row vectors, the Pearson Correlation coefficient between each row vector and all the row vectors in \( FM \) is calculated. For example, if \( FM \) contains 494 row vectors, each row vector contain 101 columns and 12 of these row vectors correspond to Constants templates that contain tokens matching the keyword “evict”, then the Pearson Correlation coefficient is calculated for each of the 12 row vectors with all the 494 row vectors, resulting in a 12 rows by 494 columns correlation matrix.

Next, a heat-map to visualize the strength of the pair-wise associations between the domain knowledge and all the Constants templates is created. An example is shown in Fig 5. To find out which of the Constants templates are significantly associated with a domain knowledge, the system administrator

---

\(^3\)Turing is a HPC cluster managed by A*Star Computational Resource Center, Singapore
### TABLE II

**Summary of logs and distribution of Constants and Variables templates from Ranger, Turing and BlueGene/L (BG/L) systems.**

<table>
<thead>
<tr>
<th>System</th>
<th>Log-size</th>
<th>Start-date</th>
<th>Days</th>
<th>Messages</th>
<th>Constants templates</th>
<th>Variables templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranger</td>
<td>12 GB</td>
<td>Jan 10 09</td>
<td>101</td>
<td>10,513,072</td>
<td>5469</td>
<td>203,693</td>
</tr>
<tr>
<td>Turing</td>
<td>780 MB</td>
<td>Feb 27 09</td>
<td>167</td>
<td>7,048,103</td>
<td>1146</td>
<td>137,008</td>
</tr>
<tr>
<td>BG/L</td>
<td>730 MB</td>
<td>June 03 05</td>
<td>215</td>
<td>4,747,963</td>
<td>764</td>
<td>351,804</td>
</tr>
</tbody>
</table>

### TABLE III

**Samples of Ranger, Turing and BlueGene/L log entries and their Constants and Variables.**

<table>
<thead>
<tr>
<th>Month</th>
<th>Date</th>
<th>Timestamp</th>
<th>Node</th>
<th>Application</th>
<th>Message</th>
<th>Constants</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr</td>
<td>3</td>
<td>14:39:54</td>
<td>build</td>
<td>kernel:</td>
<td>Message</td>
<td>Out of Memory: Kill process 23397 (pickup) score 6327 and children.</td>
<td>Variables: 23397 6327</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Month</th>
<th>Date</th>
<th>Timestamp</th>
<th>Node</th>
<th>Application</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apr</td>
<td>1</td>
<td>00:00:32</td>
<td>4A:turing</td>
<td>kernel:</td>
<td>Message</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Date</th>
<th>Timestamp</th>
<th>Source</th>
<th>Message</th>
<th>Constants</th>
<th>Variables</th>
<th>Source: sharc.x(17186): 2000000000073be2: isr 0000020000003001</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Date</th>
<th>Timestamp</th>
<th>Source</th>
<th>Message</th>
<th>Constants</th>
<th>Variables</th>
<th>Source: sharc.x(17186): 2000000000073be2: 0000020000003001</th>
</tr>
</thead>
</table>

### Time-Group and Tupling heuristic schemes for episode construction:

**Before the episodes can be constructed, two issues must be addressed:** (1) a choice of using either a time grouping heuristic [32] or a tupling heuristic [1] scheme to group the sequence of events into episodes, and (2) a choice of the appropriate time window for grouping these events into episodes based on the chosen heuristic. The tupling heuristic considers all events that occur within a fixed time interval of each other while the time grouping heuristic considers all events that occur within a fixed time interval of the first event. The advantage of the time grouping heuristic scheme is that the grouping of events will not occur indefinitely. However the events will be forced within a fixed time interval. The tupling

\[ S_{1b}: \text{Merge the logs that previously have been separated into individual days.} \]

\[ S_{2}: \text{Extract the significant log entries produced in Step 2, all the episodes.} \]

![Image](image_url)

**Fig. 5.** An example heat-map for Constants templates. Domain knowledge are represented by their indexes on the Y-axis while all the Constants templates are represented by their indexes on the X-axis.

### C. Episode Constructor

The Episode Constructor or ECR - the third component of FDiag - completes the fault diagnostics workflow by (1) extracting from the processed system logs all the log entries that correspond to the templates in each Domain Knowledge Group that has been created by the Statistical Event Correlator, and (2) grouping the log entries into episodes such that each episode contain the events that have occurred over a specified time window. The workflow for ECR is shown in Fig 6 and entails the following steps:

- **S1a:** Extract from the corresponding merged constants logs, the indices where the templates in each Domain Knowledge Group occur in the merged constants logs.
- **S1b:** Merge the logs that previously have been separated into individual days.
- **S2:** Extract from the significant logs produced in Step 2, all the episodes.

![Image](image_url)

**Fig. 6.** A ECR workflow for constructing the episodes.
heuristic scheme can allow for closely spaced events while at the same time, events that have long range dependencies can be captured by the tuple - if the time grouping heuristic was used, then the events that have long range dependencies will be artificially captured in multiple groups [1]. This problem has been addressed by building higher order groupings using statistical techniques [32]. That said, the focus of our methodology is not to compare and recommend either time or tupling heuristic schemes but to present detailed analysis reports to aid the system administrators in their diagnosis of system failures. As such, FDiag’s ECR has been equipped to construct episodes using the time grouping and tupling heuristic schemes.

To conclude, the system administrators have the option of providing different time windows for each of the heuristic schemes - of course, each of the heuristic schemes have a recommended time window (e.g.: 3 minute intervals for the tupling heuristic [1] and 5 minutes for the time group heuristic [32]). The resulting episode definitions are presented to the systems administrator.

D. Implementation

Currently, FDiag provides 18 MTE functions, 4 SEC functions, 8 ECR functions and 10 miscellaneous functions. Each function is implemented in C++ and is designed such that it performs only the assigned task. This approach is flexible and allow us to create meta-functions for the purpose of automating the MTE, SEC and ECR workflows. In addition, the correlation results are stored in comma-delimited files. As such, any statistical package or off-the-shelf / custom-built GUI can be used to create the heat-maps.

The size of main memory in most high-end workstations range from 4GB to 8GB. Hence, in order for FDiag to process system logs when their file sizes exceed the capacity of main memory, we have decided that FDiag should work directly on flat files. This is, however, at the expense of incurring a longer processing time. That said, the time required to process the logs can be shortened by using map-reduce platforms such as Hadoop [33].

IV. THE LUSTRE FILESYSTEM

Lustre, an object-based high-performance networked filesystem designed for high-throughput I/O tasks, is used by several of the world’s top 10 supercomputers. These include Ranger at TACC, Kraken at NICS, Jaguar at ORNL, Pleiades at NASA and Red Sky at SNL/ERNL. The components in the Lustre system work together to provide file management and directory operations to its clients. Fig 7 shows the interactions of Lustre system components [34] and a brief description follows.

- **Metadata Server (MDS):** Metadata (which holds information such as filenames, directories, permissions, etc.) which are stored in one or more Metadata Targets (MDTs), is made available to Lustre clients via the MDS. The management of names, directories and the handling of network requests are performed by each MDS.

- **Object-Storage Server (OSS):** File I/O services and network request handling are provided by the OSS for one or more Object-Storage Targets (OSTs) - the OST stores user files on one or more OSSs.

- **Clients:** Lustre clients are typically computational, visualization and desktop nodes that run Lustre software to allow them to mount the filesystem.

A. Soft Lockups in Lustre Client/Server Interactions

The case study we used to illustrate the application of FDiag is the diagnosis of soft lockups of compute nodes which result from timing mismatches in Lustre server/client interactions on the Ranger supercomputer at TACC. When a Lustre server fails to respond to a client request within the client’s timeout period, then the client initiates a recovery action, a reconnection to the server. When a Lustre server has not heard from a client within the server’s timeout period, the server will begin to evict the client from its list of active clients. If the server eviction takes place while a client recovery is in progress, then on some but not all occasions, the server will refuse the reconnection. If this occurs, eventually the client node will go into a soft lockup state. When one node of a job goes into soft lockup, eventually the job will become hung and must be removed by a systems administrator. Note that the cause of the eventual soft lockup of the client node may occur in the system log long before the actual soft lockup of the client node and its appearance in the system logs.

Such soft lockups occurred on several dates and required administrator action. Since the Lustre file system is typically used by compute nodes for high-throughput I/O tasks, we focused our diagnosis on a subset of the Lustre syslogs that contain the log entries reported by the compute, MDS and OSS nodes. We applied FDiag to the logs to determine if the instances of soft lockups resulting from the Lustre client recovery/evict sequences could be automatically identified through our approach. The case study was executed by processing 3 months worth of the Lustre syslogs from January 10 2009 to April 20 2009, and having a senior systems administrator examine the results of the diagnostic process and use them for diagnosis of the source of the eventual soft lockups which occurred on those dates. The feedback we received from the administrators of the Ranger and Turing systems are positive; they found the FDiag analysis effective in supporting their diagnosis of system failures.
B. Identify Eviction/Recovery Episodes

The first step in our diagnosis of compute node soft lockups is to identify the episodes in which server eviction and client recovery events took place. Applying FDiag’s MTE and SEC workflows and using the domain knowledge of “evict”, we obtained the correlation matrix which is represented as a heat-map shown in Fig 8. On the heat-map, there are 12 domain knowledge templates (represented by their indexes on the Y-axis) and 494 constants templates (represented by their indexes on the X-axis). We observed that there are altogether 8 domain knowledge templates with strongly correlated constants templates. The next step is to decide on a correlation threshold for extracting the significant Constants templates. We experimented with different correlation threshold values and found that a value of 0.75 produces a substantial set of strongly correlated Constants templates for each of the 8 domain knowledge templates. Next, we applied FDiag’s SEC to extract the 8 domain knowledge groups. A summary of the domain knowledge groups is shown in Table IV.

![Heat-map](image)

**Table IV**  Summary of Domain Knowledge Groups.

<table>
<thead>
<tr>
<th>DKG</th>
<th>Constants templates</th>
<th>DKG</th>
<th>Constants templates</th>
<th>DKG</th>
<th>Constants templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>8</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that the number of Constants templates in each DKG includes the domain knowledge template. However, not all the 8 domain knowledge groups contain Constants templates with the keyword “recover”. As we are interested in identifying Lustre’s server eviction and client recovery episodes, we added a function to FDiag’s MTE to search through the 8 DKGs for the keyword “recover”. We found three DKGs in which each DKG contain at least one constants template with the keyword “recover”. As such, our episode construction will be based on DKGs 5, 6 and 7.

Next, we applied FDiag’s ECR to construct all the episodes using the Time-Group and Tupling heuristic schemes. The time windows used for the Time-Group and Tupling heuristic schemes are 5 and 3 minutes respectively. For each episode, the end-point is an “evict” event and all the other events that preceed it are captured in the episode. A total of 1053, 67 and 9 episodes were constructed for DKGs 5, 6 and 7 respectively. The distribution of events per episode are shown in Fig 9(a), Fig 9(b) and Fig 9(c). By observing the event distribution in the episodes, there are still a lot of episodes the system administrator have to sift through to find out which episodes actually contain the client recovery events. Note that these numbers include single “evict” event episodes. Hence, there is a need to find the eviction/recovery episodes. To do so, we added a function to FDiag’s ECR to identify the episodes given a set of keywords.

![Distribution of events](image)

A total of 412 time-grouped and 37 tuple episodes from DKG 5 were found to contain server eviction/client recovery events. No such episodes were found from DKGs 6 and 7, however further experiments using different time windows should reveal the presence of these episodes. We chose the episodes that were constructed using the Tupling heuristic scheme as the first set to find out on which dates server evictions and client recoveries have occurred. The number of episodes and dates are shown in Table V. We communicated the episodes and the dates to the Ranger system administrators.
and received confirmation that these episodes eventually led to compute node soft lockups on these dates. The workflows that support the diagnostics processes in our methodology will enable the implementation of an automated root-cause failure diagnostics system.

### TABLE V
**Summary of Eviction/Recovery Episodes.**

<table>
<thead>
<tr>
<th>Date</th>
<th>Episodes</th>
<th>Date</th>
<th>Episodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan 12 2009</td>
<td>6</td>
<td>Jan 15 2009</td>
<td>4</td>
</tr>
<tr>
<td>Feb 6 2009</td>
<td>5</td>
<td>Feb 15 2009</td>
<td>9</td>
</tr>
<tr>
<td>Feb 16 2009</td>
<td>2</td>
<td>Feb 23 2009</td>
<td>8</td>
</tr>
<tr>
<td>Feb 25 2009</td>
<td>1</td>
<td>Mar 10 2009</td>
<td>2</td>
</tr>
</tbody>
</table>

### C. Identify Significant Events from Domain Knowledge Group 5 Episodes

The second step in our diagnosis of compute node soft lockups is to identify the significant events from the Lustre server eviction/client recovery episodes. Using the episodes that were identified in Section IV-B, we applied FDiag’s MTE and SEC to identify the *Constants* templates and the correlation between these templates. Note that for the frequency occurrence matrix generated in this diagnosis, the *Constants* templates are represented as rows while the episodes are represented as columns. We obtained the heat-map and *Constants* templates as shown in Fig 10 and Table VI respectively.

![Heat-map](image)

**Fig. 10. Heat-map for visualizing the correlation strength between the *Constants* templates for the eviction/recovery episodes from DKG 5.**

From Fig 10, we observed that *Constants* templates 4, 5, 6 and 7 are strongly correlated with *Constants* templates 1 and 2, these two being the “evict” and “recover” templates respectively. Moreover, *Constants* templates 4, 5, 6 and 7 are also strongly correlated with each other. We also observed that *Constants* template 6 has the strongest correlation with *Constants* template 1 and 2. This is followed in decreasing correlation strength by *Constants* templates 5, 4, 7 and 3.

Next, we analyzed the distribution of *Constants* templates over each episode shown in Fig 11. A summary of the distribution together with the correlation coefficients of these *Constants* templates with respect to the “evict” and “recover” *Constants* templates is shown in Table VII. From Table VII, *Constants* template 6 is present in 81% of the episodes while *Constants* templates 4, 5 and 7 are present in 45%, 57% and 54% of the episodes respectively. This result shows that FDiag can identify the significant system events from the set of episodes.

![Distribution](image)

**Fig. 11. Distribution of *Constants* templates over episodes from DKG 5.**

<table>
<thead>
<tr>
<th>Template</th>
<th>Episodes Quantity</th>
<th>Percentage</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>30</td>
<td>81%</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>57%</td>
<td>0.86</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>54%</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>46%</td>
<td>0.85</td>
</tr>
</tbody>
</table>

### V. RELATED WORK

In [9], a method for ranking log messages that are important to the users was presented. The assumption is that if a message appears more times than it normally should, then this message is important to the user. An unsupervised clustering technique based on the idea that each computer system would produce more messages that is representative of its behavior was developed and used by IBM xSeries support personal. In [10], two algorithms, the first which uses text clustering to discover templates of log messages and the second that discovers patterns of events which correspond to the occurrences of processes in the system were developed as tools and used for application performance debugging and detection of erroneous behavior in IT management software. These tools are designed for uncovering anomalous event patterns and has been shown
to be effective in assisting system administrators identify parts of the computer systems that are faulty or failing.

In [19], an algorithm for detecting faults in syslog was presented. The algorithm leverages two insights: the first insight is importance of the location of each word text in a message, the second insight is that correctly execute similar workloads tend to generate similar logs. Experiments with several metrics showed that information entropy together with the node aggregated matrices results in very accurate detection of faults and produces a false positive rate of less than 0.05%. In [21], an automated mechanism for identifying faulty nodes in large cluster systems was presented. A high-dimensional feature matrix is used as a standard data format for representing a number of features collected from a number of nodes. Principal Component and Independent Component Analysis were compared and used to reduce noise, false alarms, etc. in the data. Faulty nodes were identified using a cell-based outlier algorithm. On one hand, these works focused on methods to detect faulty or failing nodes from information sources such as cluster log files [9], [10], [19], [20] and from tools such as netstat, iostat, mpstat and vmstat [21]. On the other hand, FDiag, which is tailored to support the administrators diagnoses processes, extends these frameworks and tools by providing system administrators with (1) the episodes that contain significant system events, (2) the dates and the number of episodes and the events that led to the occurrence of system failures, and (3) significant details on how the fault diagnostics processes have been put together into a tool which will enable the implementation of automated root-cause diagnosis of failures from cluster log files.

Severity levels that mark the messages in the system logs has been shown to be especially useful for the design of failure analysis and prediction models [4], [22], [23], [26]. However the messages in the system logs produced by the Ranger supercomputer are not marked by any severity levels. As such, it is more difficult to identify which are the significant events that likely caused the system failures. In this paper, FDiag provides a solution to this problem by combining message template extraction, statistical event correlation and episode construction to identify the significant events that eventually led to the occurrence of compute node soft lockups.

A number of works have showed that the location of text strings in the log messages are very useful for developing methods to detect faulty nodes [10], [19], and to classify log messages into semantic categories that accurately replicated the manual annotation of messages by system administrators [11]. In this paper, we verified this finding and provided additional details on how templates based on the sequence of text strings can be used to diagnose the root-causes of system failures.

Several tools have been proposed and developed to extract templates from the log messages [15]–[17], [24]. In [24], a log message is broken down into message types and message variables. By examining the source codes, an abstract syntax tree was built and a list of all the possible message types, variable values and variable names were generated and validated in the logs. However the method relies on the availability of source codes and this unfortunately, limits its application to a wider-variety of systems. On the other hand, FDiag uses information that is directly available from the system logs. We have shown in Section III-A that FDiag can be used to extract message templates from system logs produced by different supercomputers.

An automated monitoring and notification toolkit called SWATCH was developed to sift through system logs and provide facilities for simple and user-customized notification actions (e.g.: echo, bell, mail and pipe) [15]. Users of SWATCH create configuration files to specify search criterias using regular expressions and follow-up actions using either the standard list of actions (provided by the SWATCH library) or customized their own. Similarly, LoGS [16] provides facilities for the user to specify rulesets for discovering interesting messages and enable runtime monitoring of the cluster status. Both SWATCH and LoGS are powerful, flexible and customizable. Unfortunately, the need to create and maintain rulesets will still require system administrators’ time and effort. On the other hand, the Message Template Extractor - the first of three components we developed for FDiag - uses a built-in set of regular expressions, i.e.: the Constants and Variables. As such, system administrators using FDiag do not have to create and maintain constants and variables.

Recently, researchers have developed a fault-diagnostics tool called NICE that discovers the root-causes of failures in a large telecommunications network [28]. Similar to FDiag’s Statistical Event Correlator, NICE receives a symptom event as its input and uses Pearson Correlation Coefficient to identify all the events that are correlated to the symptom event. Then, to address the issue of high false-positive rates that result from auto-correlation between the time-series events, a circular permutation based significance test was developed. GIZA [29] goes beyond the pair-wise analysis of NICE and performs multi-dimensional analysis, addresses auto-correlation, discovers edge-directionality automatically and handles collinearity when performing regression. The spirit behind NICE and GIZA lie in a novel infrastructure that enable flexible analysis of the root-causes of failures at different levels of granularity in large-scale network environments. In contrast, our paper describes a systematic methodology and a framework that enables flexible analysis of root-causes of failures in large-scale supercomputing environments.

VI. CONCLUSION

We presented a systematic methodology for reconstructing event order and establishing correlations among the events which indicate the root-causes of system failures. We developed a Fault Diagnostics tool FDiag, tailored to provide direct support for our methodology, and validated FDiag using real system log data and a real case study involving the diagnosis of the root-causes of compute node soft lockups on the Ranger supercomputer at TACC. The feedback we received from the Ranger and Turing systems administrators are positive; they have found FDiag’s analysis effective in supporting their
diagnosis of system failures. The results from FDiag indicate that it has the potential to become a powerful diagnostics tool for root-cause diagnosis of system failures in large computing clusters.

We plan to extend FDiag in several ways. The first is to create meta-functions for automating the end-to-end Message Template Extractor, Statistical Event Correlator and Episode Constructor workflows so that FDiag is readily used in a production environment. The second is to generate additional functions applying FDiag to other commonly occurring system failures, and to further collaborate with systems administrators in application and enhancement of FDiag. The longer term research is to determine if the message/event patterns that has been discovered to be predictive of future faults/failures can be captured and analyzed by online real-time monitoring to detect potential faults/failures before they occur, and perhaps even to prevent them from occurring.
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