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- The most useful wavelet function was found out for EEG signal analysis. Coiflets 1 is the suitable candidate for accurate classification of the EEG signal. Higher efficiency and accuracy were obtained in less computational time.
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Abstract

Over the past two decades, wavelet theory has been used for the processing of biomedical signals for feature extraction, compression and de-noising applications. However the question as to which wavelet family is the most suitable for analysis of non-stationary bio-signals is still prevalent among researchers. This paper attempts to find the most useful wavelet function among the existing members of the wavelet families for electroencephalogram signal (EEG) analysis. The EEGs considered for this study belong to both normal as well as abnormal signals like epileptic EEG. Important features such as energy, entropy and standard deviation at different sub-bands were computed using the wavelet functions—Haar, Daubechies (orders 2–10), Coiflets (orders 1–10), and Biorthogonal (orders 1, 1.4, 2.4, 3.5, and 4.4). Feature vectors were used to model and train the Probabilistic Neural Network (PNN) and the classification accuracies were evaluated for each case. The results obtained from PNN classifier were compared with Support Vector Machine (SVM) classifier. From the statistical analysis, it was found that Coiflets 1 is the most suitable candidate among the wavelet families considered in this study for accurate classification of the EEG signals. In this work, we have attempted to improve the computing efficiency as it selects the most suitable wavelet function that can be used for EEG signal processing efficiently and accurately with lesser computational time.
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1. Introduction

Processing and analysis of bio-signals using software techniques have come into play since the early 1960s providing physicians with fast and accurate means toward more precise diagnosis [1]. Feature extraction and classification of the signal (required for diagnostic purposes), however, have always been the two most critical problems encountered in time domain analysis [2]. The sole purpose of feature extraction, is to extract salient characteristics from digitized data collected from the data acquisition phase [3] followed by classification based on the extracted features [4–6]. The feature of the signal is derived from its linear expansion coefficients where the most common linear expansion method used is Fourier transform [9]. Since the early days of digital processing, Fourier transform has been most commonly applied for signal representation. However, bio-signals frequently characterized by a non-stationary time behavior if processed with Fourier transform, would not yield the best result. Hence, for such transient signals, a time–frequency representation is highly desirable, with an aim to derive meaningful features [10]. From the variety of approaches available [2,3,7–9,11,12], the Wavelet transform was found to be an effective time–frequency analysis tool for analyzing the transient signals, as this method unifies different tools that have been developed for processing application till now. The feature extraction and representation properties can be used to evaluate various transient events in biological signals [13]. Several wavelet families are available for signal characterization and selection of appropriate wavelet is very important for the analysis of signals. Depending on the type of bio-signal to be analyzed, the mother wavelet is chosen according to the convenience and the requirement of the experimenter. The research work done till date for bio-signal classification using wavelet technique has been carried out mostly using the Daubechies family of order mostly 2 or 4 [3,14–16]. Moreover, the automated diagnostic system designed for detection purposes gives an accuracy of 70–90% (depending on the bio-signal classified) [14–16]. The research presented in this paper deals with the selection of the most suitable wavelet function for signal analysis of EEG signature in particular. Here, the wavelet techniques were used to decompose the epileptic/normal EEGs for feature extraction followed by classification of the signals using SVM and PNN with an impressive diagnostic accuracy of about 99.3% [7,8]. The reason for selection of epileptic EEG signal for this work is its variation in morphologies like sharp, spikes, and slow waves, each of which is in a different frequency range [17].
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The property of wavelet theory can be best explored in such type of transient signal as it decomposes the epochs into different frequency bands (spike—13.5–50 Hz; sharp—5–12.5 Hz, and slow—1–2.5 Hz) which can then be analyzed depending upon their scanning function [18].

Till date, several soft-computing methods have been proposed in the literature for the diagnosis of the epileptic activity in EEG signal [19–26]. They include template matching [27] time domain, frequency domain [27,28] and time–frequency domain [27–29] which are very few. There is no standard method for selecting the best wavelet for processing EEG signals [11,14,30]. The choice of wavelet has significant impact on the quality of results with regard to the classifier, which takes the wavelet coefficients as input features. Using efficient classification tool, precise learning ability and processing capacity of neural network can be found out to analyze EEGs efficiently in minimal time for reliable diagnosis.

The goal of this present work is to find out the most suitable wavelet function which can be used to extract features from EEG signals for various applications like brain machine interfacing or to design expert systems for diagnosis of epileptic activity efficiently.

2. Data collection and analysis

Two categories of data were selected for the present study. The first category of EEG data used for this study was recorded on a Grado Telefactor EEG Twin3 machine with sampling frequency 400 Hz available at Sir Ganga Ram Hospital, New Delhi. EEG recordings of twenty one subjects were collected from the hospital’s epileptic seizure database. Supracranial data was acquired using 16 gold electrodes on the scalp according to international 10–20 system of electrode placement. Two sets of data were selected for the study. The first set of data was epileptic signals having 300 epochs of 5 s duration. The second set of data was background activity of the same person when signals were seizure-free (300 epochs of 5 s duration). The data was selected under supervision of experienced neurologists from the large epileptic database of the hospital.

The second category of EEG data used for this study is publicly available, described in Ref. [27]. The detailed description of the signals can be obtained from reference as mentioned. The complete data set consists of five sets (denoted A–E), each containing 100 single channel EEG signals of 23.6 s duration. Sets A and B have been taken from surface (extracranial) EEG recordings of five healthy volunteers with eye open and closed, respectively. Signals from sets D and C have been measured in seizure-free intervals from five subjects in the epileptic zone and from the hippocampal formation of the opposite hemisphere of the brain. Set E comprises of epileptic signals recorded during seizure (ictal) from all recording sites. Sets C–E have been recorded intracranially.

2.1. Wavelet based feature extraction and parameter estimation

Performance of the expert system depends on the signal analysis, feature selection and classification methods used. Wavelet decomposition was employed and features were extracted from EEG (normal/abnormal) signals. However, the output of wavelet transform can be significantly affected by the choice of the mother wavelet (the basic wave shape) with which the signal is analyzed [31–33]. A wavelet family $\psi_{a,b}(t)$ is a set of elementary function generated by dilations and translations of a unique admissible mother wavelet $\psi(t)$

$$\psi_{a,b}(t) = \frac{1}{\sqrt{|a|}} \psi \left( \frac{t-b}{a} \right)$$ (1)

where $a, b \in \mathbb{R}$, $a \neq 0$, $a, b$ are the scaling (dilation) and translation parameters, respectively, and ‘t’ is the time. The scale parameter will decide the oscillatory frequency and the length of the wavelet, the translation parameter will decide its shifting position.

The WT can be implemented with a specially designed pair of FIR filters called quadrature mirror filter (QMFs) pairs. QMFs are distinctive because the frequency responses of the two FIR filters separate the high- and low-frequency components of the input signal. The dividing point is usually half-way between 0 Hz and half of the data sampling rate (the Nyquist frequency). The outputs of the QMF filter pair are decimated (or de-sampled) by a factor of two. The low-frequency (low-pass) filter output is fed into another identical QMF filter pair. This operation can be repeated recursively as a tree or pyramid algorithm, yielding a group of signals that divides the spectrum of the original signal into octave bands with successively coarser measurements in time as the width of each spectral band narrows and decreases in frequency. The tree or pyramid algorithm can be applied to the WT by using the wavelet coefficients as the filter coefficients of the QMF filter pairs. In WT multi-resolution algorithm (MRA), same wavelet coefficients are used in both low-pass (LP) and high-pass (HP) filters. The LP filter coefficients are associated with the scaling function, and the HP filter is associated with the wavelet function. Fig. 1 shows the tree algorithm of a multi-resolution WT for a discrete EEG signal sampled at 400 Hz.

The outputs of the LP filters are called the approximations (A), and the outputs of the HP filters are called the details (D). In MRA, any time series can be completely decomposed in terms of the approximation and detail coefficients based on the level of decomposition as shown in Fig. 1. Application of DWT on raw signal produces a multi-resolution analysis (MRA) of various statistical and non-statistical parameters across time and frequency. The subsets of the wavelet coefficients of the decomposition tree were selected as input vectors to the classifier.

2.3. Parameters for feature extraction

Feature sets were constructed using MRA analysis shown in Fig. 1 and coefficients were stored for further processing.

In order to reduce the feature dimension, few statistical and non-statistical parameters were considered instead of directly training the classifier with detail ($D_1(t)$) and approximation ($A_1(t)$) coefficients. For this purpose, we have selected Energy (EDA), Entropy (ENT), and standard deviation (SD) as parameters based on which the PNN was trained for the classification of signals.

The energy at each decomposition level was calculated using the following equations:

$$ED_i = \sum_{j=1}^{N} |D_j|^2, \quad i = 1, 2, \ldots, l$$

$$EA_i = \sum_{j=1}^{N} |A_j|^2$$ (2)

The entropy at each decomposition level was calculated using the following equation.

$$\text{Entropy} = -\sum_{j=1}^{N} |A_j| \log |A_j|$$

Entropy:

\[ EN_i = - \sum_{j=1}^{N} D_j \log(D_j), \quad i = 1, 2, \ldots, l \]  

where \( i = 1, 2, \ldots, l \) is the wavelet decomposition level from levels 1 to \( l \). \( N \) is the number of coefficients of detail or approximate at each decomposition level.

The standard deviation at each decomposition level was calculated using the following equation:

\[ \text{STD}_{\sigma_i} = \left( \frac{1}{N-1} \sum_{j=1}^{N} (D_{ij} - \mu_i)^2 \right)^{1/2}, \quad i = 1, 2, \ldots, l \]

where \( \mu_i \) is the mean and is given by

\[ \mu_i = \frac{1}{N} \sum_{j=1}^{N} D_{ij}, \quad i = 1, 2, \ldots, l \]

In this manner \((l+1)\) dimensional feature vector was obtained from \( l \) level decomposition as shown in Fig. 3.

Thus for an \( l \) level decomposition, the feature vector of any parameter can be represented as Feature=[\( XD_1 XD_2 \ldots XD_lXA_l \)] where \( X \) is the parameter, \( D \) is the detail coefficient, \( A \) is the approximation coefficient, and \( l \) is the level of decomposition.

However, as we need to optimize the technique and hence we choose one of the suitable parameters out of three described above by statistical means.

3. Probabilistic Neural Network model and classification of signals

An AI-based classifier is essentially a mapping \( f: \mathbb{R}^m \rightarrow \mathbb{Z}^n \) from the feature space to the discrete class space. The Artificial Neural Network (ANN) implements such a mapping by using a group of interconnected artificial neurons simulating the human brain. An ANN can be trained to achieve expected classification results against the input and output information stream. The Probabilistic Neural Network (PNN) is a kind of distance-based supervised learning ANNs, using a bell shape activation function. This technique makes decision boundaries nonlinear and hence it can approach the Bayesian optimal [28]. Compared with traditional back-propagation (BP) neural network, PNN is considered more suitable to medical application since it uses Bayesian strategy; a process familiar to medical decision makers [4,24,25,35]. The real-time property of PNN is also crucial for the research. There is no need to train the network over the entire data set again. Therefore one can quickly update the network as more and more patient data becomes available. The difference between the inference vector and the target vector are not used to modify the weights of the network. Moreover there is no need to set the initial weights of the network and also there is no relationship between the learning process and recalling processes. The learning speed of the PNN model is very fast, making it suitable for signal analysis and classification problems in real time.

3.1. K-fold cross-validation

Cross-validation, sometimes called rotation estimation [36–38], is the statistical practice of partitioning a sample of data into subsets such that the analysis is initially performed on a single subset, while the other subset(s) are retained for subsequent use in confirming and validating the initial analysis. The initial subset of data is called the training set; the other subset(s) are called validation or testing sets.

In K-fold cross-validation, the original sample is partitioned into \( K \) sub samples. Of the \( K \) sub samples, a single sub sample is retained as the validation data for testing the model, and the remaining \( K-1 \) sub samples are used as training data. The cross-validation process is then repeated \( K \) times (the folds), with each of the \( K \) sub samples used exactly once as the validation data. The \( K \) results from the folds then can be averaged (or otherwise combined) to produce a single estimation. The advantage of this method over repeated random sub-sampling is that all observations are used for both training and validation, and each observation is used for validation exactly once. The variance of the resulting estimate is reduced as \( k \) is increased.

The disadvantage of this method is that the training algorithm has to be run again from scratch \( k \) times, which means it takes \( k \) times as much computation to make an evaluation [39]. In this study, we have used 10-fold scheme to achieve best time as well as performance accuracies for the Indian data and after getting the optimized net, we have tested our classifier on international available database mentioned...
4. Results and discussion

Feature vectors were created from the extracted nodes of decomposed wavelet coefficients of EEG signals. It was shown in Fig. 2 that the features of both normal and abnormal EEG signals are highly mixed (taking energy as a feature vector).

Hence, our approach is to find out a suitable mother wavelet as well as features so that the classification of the signals can be achieved with higher accuracy in lesser time. All mother wavelets have different filter lengths. Obviously, the longer the wavelet filters’ length, higher the computational cost [34]. In this part, we investigated the influence of different kinds of wavelet to achieve satisfactory classification accuracy. In order to entangle this issue, four commonly used wavelets; Daubechies, Haar, Coiflets, and Biorthogonal were taken into account. The characteristics of these wavelets were shown in Table 1. The compact support and support width are used to measure the domain of wavelet function with non-zero values on it. Compact support means these non-zero values are only for a finite duration and support width indicates length of the non-zero duration. These parameters influence the frequency characteristics of the wavelet transform. A wavelet with small support width is fast to compute, but the narrowness in time-domain implies a large width. In frequency domain, conversely, wavelets with large compact support are smoother and have finer frequency resolution.

Decomposition levels also play an important role in optimization process. In 'l' level decomposition, (l+1) dimensional feature vector was created as shown in Fig. 1. In order to reduce computational cost, care should be taken in choosing the level of decomposition corresponding to classification performance. In the present study, although we have tested the classification performance based on selecting level from 1 to 10, only few wavelets were cited according to suitability and applicability. With training and testing in 7:3 ratios to PNN, we found that when decomposition levels were relatively as small as l < 4, the classification accuracy was about 90%.

When decomposition level was more than 6, accuracy of more than 99.33% was achieved with our data and nearly 100% accuracy was achieved with the data available from public database [27] used for comparative study.

Moreover, it was observed that there is no significant change in classification accuracy after 6th level of decomposition. In order to evaluate the performance of various types of wavelets, decomposition level at ‘6’ was fixed based on the accuracy based on Figs. 3 and 4. The tradeoff between the classification accuracy, time and spread were maintained to get the best classifier. In this work, 100 epochs of each category of seven subjects of our data and the publicly available data were chosen to test our hypothesis. To test the difference between these wavelet families under the spread range 0.5–2, the extracted features were used in PNN and the simulated testing accuracies were fed into SPSS-15 data view window for desired statistical analysis. Classification accuracy of Indian data were computed when publicly available data were used for training corresponding to various wavelets, spreads and parameters. For convenience, classification accuracy and computational time for few wavelet families with a single spread were shown in Table 2. From the descriptive analysis, we rejected the null hypothesis which means there is significant difference between the mean values. Moreover the statistical test was conducted within Daubechies wavelet family. The results showed no statistical difference, but based on the filter length, db2/db3 was found to be the best mother wavelet for signal decomposition.

In order to validate our hypothesis, SVM (Support Vector Machine) was also employed to classify the EEG signals. Though

![Fig. 2. Feature set representing energy of coefficients D2 and D3.](image)

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>Biorthogonal</th>
<th>Orthogonality</th>
<th>Symmetry</th>
<th>Compact support</th>
<th>Support width</th>
<th>Filter length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Db</td>
<td>No</td>
<td>Yes</td>
<td>Far from</td>
<td>Yes</td>
<td>2N−1</td>
<td>2N</td>
</tr>
<tr>
<td>Haar</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>2N−1</td>
<td>2N</td>
</tr>
<tr>
<td>Coif</td>
<td>No</td>
<td>Yes</td>
<td>Near from</td>
<td>Yes</td>
<td>6N−1</td>
<td>6N</td>
</tr>
<tr>
<td>Blor</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>2N+1 for recon</td>
<td>Max(2N, 2N0)+2</td>
</tr>
</tbody>
</table>

the accuracy of classification was less and computational time was more compared to PNN classifier, Coif1 and Db2 were still found to be the best for EEG signal classification, as shown in Tables 2 and 3.

Table 4 shows the classification accuracy of publicly available data, when Indian data was used for training.

So far, from the above analysis we found Coif1 with spread 2 and Db2/Db3 with spread 1 st
EEG classification when different wavelets were chosen. This means, the above mentioned wavelet has robustness in classification performances.

Again to find out the best parameter for feature extraction out of standard deviation, energy and entropy and to validate the accuracy of PNN, descriptive statistical analysis was conducted using SPSS-15. From the descriptive statistics of homogeneity it was found that both energy and standard deviation were equally significant at \( P < 0.001 \). Hence for EEG signal processing and feature extraction, both energy and standard deviation are equally suitable. On the basis of these results, we can choose Coif1 with energy/standard deviation as a feature to achieve higher classification accuracy as well as lesser computational cost compared to Db2/Db3.

5. Conclusion

In this work, the most suitable mother wavelet for feature extraction and classification of EEG signals was found based on the accuracy of expert system. Eighteen features were extracted from the sub-bands obtained after the decomposition by each of the wavelet family and then PNN was employed to classify the cases. Based on the classification accuracy and computational time, it was found that Coiflet of order 1 (Coif1) is the best wavelet family for analysis of EEG signal as the support width of the mother wavelet function resembles that of the EEG signal and also has a compact filter length, thus reducing the processing time. Moreover the selection of the suitable mother wavelet through parameterization leads to the improvement of performance of EEG signal analysis in comparison with random selection of the mother wavelet.
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