Coevolution of Lexicon and Syntax from a Simulation Perspective
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Whether simple syntax (in the form of simple word order) can emerge during the emergence of lexicon is studied from a simulation perspective; a multiagent computational model is adopted to trace a lexicon-syntax coevolution through iterative communications. Several factors that may affect this self-organizing process are discussed. An indirect meaning transference is simulated to study the effect of nonlinguistic information in listener’s comprehension. Besides the theoretical and empirical argumentations, this computational model, following the Emergentism, demonstrates an adaptation of syntax from some domain-general abilities, which provides an argumentation against the Innatism. © 2005 Wiley Periodicals, Inc. Complexity 10: 50–62, 2005
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1. INTRODUCTION

Language emergence has long been of interest to scholars from multiple backgrounds, such as linguistics, biology, psychology, and anthropology. Emergence in linguistics, has two distinct senses [1, 2]: ontogenetic emergence refers to the process whereby an infant acquires language from its environment, and phylogenetic emergence refers to the process whereby our species, Homo sapiens, made the gradual transition from prelinguistic communication to communication with languages of the sort we use today. There have been two well-known hypotheses regarding the phylogenetic emergence of language: Innatism (e.g., [3–5]) believes that the human language faculty is determined by certain innate, language-specific features. This hypothesis has been the dogma in linguistics. Emergentism (e.g., [6, 7]) assumes that evolutionary forces drive the adoption of certain domain-general features into language and the development of language from primitive forms into modern complex, human-specific forms.

Although both hypotheses share an evolutionary perspective on human language, the crucial distinction between them is whether syntax, an important feature in human languages, results from innate, domain-specific features or gradually developed from some domain-general abilities. Regarding the syntax origin, there are two notable scenarios:
1. A "bootstrapping" scenario with innate syntax [8], which conceives that a full language, originating from words, developed through word combination regulated by an innate syntax. This scenario follows the Innatism hypothesis;

2. A "formulaic" scenario without innate syntax [9], which suggests that language may have started from a holistic signaling system, where a signal stands for the meaning as a whole, with no subpart of the signal conveying any part of the meaning in and of itself [10]. Then, sporadic recurrent components in utterances and in meanings are assumed to have triggered the segmentation of holistic signals (i.e., break down longer utterances with integrated meanings into combinations of subpart syllables with meaning constituents) and then to have led to the convergence of shared syntactic structures. Through the segmentation, compositional languages gradually emerge, where the meaning of a signal is a function (combination) of its meaning constituents.

The "formulaic" scenario without innate syntax is supported by the following arguments. First, the primitive human cognitive system may not allow human to develop a clear concept of "the instigator of an action" or "the entity that undergoes an action" when they experience environmental events. Therefore, in that stage, signals in the primitive human communication system must have consisted of a number of holistic items, similar to those found in the communication systems of primates and other animals such as birds [11], although their nature may be very different. Second, detecting similar patterns and sequencing items are two domain-general abilities shared by human and other animals, though the actual level of these abilities is different. For example, the sequencing ability as a cognitive predisposition has been attested in prelanguage infants [12] as well as other primates. According to this, after human grasp compositional semantic concepts, there may have been a stage of development in which early hominids began to detect recurrent patterns in the holistic signals that encode compositional meanings and appeared by chance and segment these patterns into words. After that, the sequencing ability was adopted to regulate these words to express complex meanings, making it possible for certain sequences to become conventionalized into dominant word orders, i.e., the emergence of simple syntax. Finally, without any external guidance or innate language specific prerequisite, this developmental process, from holistic to analytic [13], has been attested in both first [14] and second [15] language acquisition in children. To summarize, this scenario provides an emergent origin of syntax from some domain-general abilities, and more linguists gradually believes that grammatical rules in language are more likely to have emerged as the result of conventionalization due to

language use, rather than as the result of an innate, grammar-specific module [16].

Besides the above theoretical and empirical arguments, computational modeling has recently joined the endeavor to serve as an effective methodology to study language evolution, and many models have been reported covering various areas of language evolution (e.g., [17–23], a brief review of some of which is given in Wagner et al. [19] and Gong and Wang [24]).

All these "emergent" models (according to [19] view language evolution as a Complex Adaptive System (CAS) [25]. They adopt many assumptions supported by linguistics or theories in other subjects; they take objective mechanisms and follow traceable procedures to obtain replicable, convincing results, some of which can be verified by empirical data (e.g., the results of human subject test on perception of the artificial language match the simulation results in [12]; they shed light on the development of natural languages. For example, interactions between agents and learning through generations drive the emergence of language [22], and language-specific syntactic predispositions may also be gradually adapted from other domain’s abilities [21]. In all, computational simulation is gradually accepted as an alternative way to explore problems, for which, theoretical arguments alone are not sufficiently reliable and incomplete empirical findings may not allow the original developmental history to be established. For example, both the scenarios discussed above only focus on the general process and the main cause, without clear explanations on the detail or the exception and on the influences of other related forces along this process. Meanwhile, most empirical findings or empirical research only cover limited time slots in history or touch on some short-term phenomena.

In this article, we adopt a multiagent computational model that operates the evolution of the lexicon and syntax through interactions among individual agents. It allows us to make inferences about the language evolution at the mesohistory level [26] by simulating the diachronic change of language from one primitive stage to another at the community level. This model traces a lexicon-syntax coevolution, which instantiates the "formulaic" scenario without innate syntax. It also modifies several shortcomings that exist in current computational models, such as direct meaning transference in [20,22,23], which disregard the interaction of linguistic and nonlinguistic information in the comprehension process. Besides, a primary study on the influence of individual differences is given based on this model. The rest of the article discusses the model (§2), summarizes the results (§3) and presents conclusions and some future directions (§4).

2. DESCRIPTION OF THE MODEL
In this model, language is treated as a set of mappings between meanings and utterances (M-U mappings). Com-
munication is a language game, in which, agents, based on linguistic and nonlinguistic information, produce and comprehend utterances that encode with integrated meanings. The emergence of a common language is indicated by sharing a common set of rules among agents through iterative communications. The main components of this model are introduced in this section, including linguistic rules, agents’ abilities and communication.

2.1. MEANING, UTTERANCE AND RULE-BASED SYSTEM

In this section, we define the meanings that agents can express and comprehend, the utterances that encode the meanings and the linguistic rules that agents refer to in production and comprehension.

Meanings are either single concepts such as objects or actions, e.g., “dog”/”meat,” “run”/”eat,” or semantic integrations of single concepts, such as “dog run”/”dog eat meat.” There are two types of integrated meaning, “predicate(agent)” (e.g., “run(dog)” and “predicate(agent, patient)” (e.g., “eat(dog, meat)” or “chase(fox, cat)”), where Predicate usually is an action, Agent is an instigator of an action or a sentient causer, and Patient is an entity undergoing an action [27]. Semantically, some integrated meanings are transparent, after whose meaning constituents are identified, it is obvious that what is the agent and what is the patient. For example, if all the meaning constituents of an integrated meaning are identified as “eat,” “dog,” and “meat,” the whole meaning of it, in normal situations, must be inferred as “eat(dog, meat),” instead of “eat(meat, dog).” Other integrated meanings are opaque, even whose meaning constituents are identified, the whole meanings are still not clear. For example, if the meaning constituents of an integrated meaning are identified as “chase,” “fox,” and “cat,” without further information, it is not clear “who is chasing whom.” The further information required in comprehension of opaque meanings includes syntactic knowledge (e.g., word order) and nonlinguistic information (e.g., environmental information). In this model, through introducing one type of nonlinguistic information (environmental cues, discussed in Section 2.3), the role of this information in the comprehension is studied, and how the comprehension gradually shifts from relying on nonlinguistic information to relying on gradually formed syntactic knowledge, as in modern languages, is traced.

In this model, the semantic space contains 48 integrated meanings (half transparent and half opaque) that are built upon 12 meaning constituents belonging to 3 semantic categories: “Agent,” “Predicate,” and “Patient” (some unreasonable combinations of these meaning constituents are omitted in the semantic space). Each integrated meaning describes a realistic environmental event. Agents only produce and comprehend these integrated meanings.

The material for agents to encode these integrated meanings and transfer information among other agents is the utterance. Utterances consist of a string of syllables, such as /a/, /b/, /c/, etc. Utterances are combinable under the regulation of simple word order to map either meaning constituents or the whole integrated meanings.

Linguistic information is stored as a set of linguistic rules, including both lexical (M-U mappings + strength) and word order rules (sequencing orders + strength). The strength of each rule numerically indicates the probability of successful use of that rule. The self-organization strategies of agents, including rule competition and rule adjustment among available rules (discussed in §2.3.2), which simulate agents’ decision making process in communications, are both based upon the rule strength.

Lexical rules include holistic and compositional rules. Holistic rules are mappings between integrated meanings and holistic utterances, e.g.,

“run(dog)\textsc{\textasciitilde}a b c/(0.4),”

where the integrated meaning “run(dog)” and the utterance /a b c/ are associated with a strength of 0.4. Compositional rules include both word and phrase rules. Word rules are mappings between one meaning constituent and an utterance, e.g.,

“run(#)\textsc{\textasciitilde}d e/(0.3) or “dog\textsc{\textasciitilde}c/(0.5),”

where “#” can be replaced by other compositional rule(s)’ meaning constituent(s) to form an integrated meaning together. Phrase rules are mappings between two constituents that do not form an integrated meaning and an utterance, e.g.,

“eat(dog, #)\textsc{\textasciitilde}l c=f/(0.4),”

where a partial integrated meaning is encoded with an utterance. To form an integrated meaning, it still needs another word rule which can fill its meaning gap “#,” and insert an utterance into its “*.” These bidirectional mappings in lexical rules guide meaning encoding in production and utterance decoding in comprehension.

Word order rules cover all possible sequences to regulate utterances in expressing integrated meanings. For example, to express “predicate(agent)” meanings, two orders are considered:

“utterance for predicate before that for agent” (in short, VS) or “utterance for predicate after that for agent”(SV).

To express “predicate(agent, patient)” meanings, six orders are considered:
“utterance for predicate first; that for agent second; that for patient last” (VSO) and VOS, OVS, SVO, SOV, OSV, where, S represents the utterance for agent, V for predicate, and O for patient, not the usual terms (Subject, Verb, or Object) in linguistic sentence analysis.

The orders for “predicate{agent}” and “predicate{agent, patient}” meanings evolve independently. When many order rules are optional for regulating utterances, agents prefer the one with a higher strength.

This model assumes that the primitive communication system is a holistic signaling system without dominant word order. To simulate this, initially, all agents only share a limited number of holistic rules (6) containing all 12 meaning constituents (we do not simulate how agents acquire meaning constituents, so all constituents appear in the pre-shared holistic rules), and all orders are treated equally (initialized with same strength 0.5). Under the guidance of these semantic constituents and other self-organizing mechanisms during iterative communications, when all agents use common compositional rules and some dominant word order rules to express integrated meanings, a compositional language emerges.

2.2. AGENTS, RULE STORAGE AND RULE ACQUISITION

The agent in this model is an autonomous entity with an internal memory system for storing linguistic rules and some particular abilities which determine his behavior in interactions with other agents.

The agent’s memory system has two layers; a buffer and a rule list (see Figure 1). This structure is inspired by the Learning Classifier System model [28]. The buffer stores “previous experiences,” which are M-U mappings obtained from previous communication(s). The rule list stores “linguistic knowledge” (lexical rules), which are learned from “previous experiences.” Learning happens when the buffer is full; new lexical rules are generalized among M-U mappings in the buffer and updated into the rule list. Lexical rules in the rule list, together with nonlinguistic information, are used in production and comprehension in future communications, and the buffer is emptied to store new M-U mappings to be obtained in future communications.

The agent’s particular abilities include storing linguistic information (rules), acquiring rules and communicating with other agents. Agents have two mechanisms to acquire lexical rules.

1. Random creation in production. With certain probability, for an integrated meaning without sufficient rules to express, the speaker may randomly select a set of syllables to map either a) the whole integrated meaning, or b) only the inexpressible constituent(s) in the integrated meaning (similar to [22]. And these newly created holistic or compositional rules are updated into the speaker’s rule list.

To express meanings with more constituents usually requires more efforts, so the probability of random creation is inversely proportional to the number of inexpressible constituents in the chosen meaning, i.e., the more inexpressible constituents contained in it, the less the probability for agents to create utterance to map these inexpressible items.

2. Rule generalization through detecting recurrent patterns among M-U mappings comprehended in previous communications. Some examples are given in Figure 2. Recurrent patterns are similar features repeatedly appearing in many M-U mappings in the buffer, e.g., identical meaning constituent(s) in meaning parts (e.g., “dog” or “fight{dog, #}”) or identical syllable(s) in utter-
ance parts (e.g., /a b/ or /c d g/). Agents only focus on identical parts, and do not care about the other meaning constituents (indicated by “#”), the other syllables (indicated by “*”) or the locations of them. These identical meaning constituents and identical syllables are mapped as compositional rules with certain initial strength 0.5 (e.g., a word rule “dog” /a b/ or a phrase rule, “fight(dog, #)” /c d g/), and these rules are inserted into the listener’s rule list. Detecting recurrent patterns that emerge inevitably triggers the segmentation of integrated meanings into meaning constituents, and holistic utterances into combinations of separated, compositional utterances. This mechanism is the internal mechanism by which compositional language is transmitted horizontally among agents. Other external mechanisms, such as the bottleneck effect during the vertical transmission (communication among agents of different generations), are discussed in [22, 23].

Natural languages contain many synonyms and homonyms. The former are words with the same or similar meaning, but pronounced differently, such as “liberate/release,” “farmer/peasant,” etc.; the latter are words pronounced the same, but having different meanings, such as “aye/eye,” “dear/deer,” etc. [27]. In our model, rule generalization results in many synonymous and homonymous rules. For example, the presence of multiple sets of recurrent utterance syllables but one set of recurrent meaning constituents causes the emergence of synonymous rules in an agent’s rule list (see Ex. 1 in Figure 2). Similarly, the presence of multiple sets of recurrent meaning constituents but one set of recurrent utterance syllables causes an agent to generalize many homonymous rules (see Ex. 3 in Figure 2). Synonymous rules may increase the speaker’s load for searching rules in production and occupy more space in the rule list. Homonymous rules may cause ambiguity in the listener’s comprehension. Linguistic context may avoid such ambiguity, which is widely used in modern languages. However, some internal mechanisms for avoiding ambiguities caused by homonyms have been suggested based on some empirical research. For example, according to the principle of contrast [29], children tend to avoid mapping utterances that are already mapped to an extant meaning to novel, salient meanings, especially those meanings in the same semantic category. For instance, if the child has already learned the word “apple,” when given an apple and a banana, and is asked “bring me the banana,” usually, he brings the banana. This is because, after the child has mapped “apple” to one type of or one genus of objects with certain features, in order to avoid potential ambiguity in future, he will not map the same word form to other objects or other genus with different features, especially those in the same semantic category, in this case “fruits.” Such homonym-avoidance mechanism can be traced in some research (e.g., [15] on language acquisition by children.

Considering the lack of linguistic context and inevitable emergence of homonymous rules in this model and based on the empirical findings, we adopt a similar homonym-avoidance mechanism in agents. After the normal rule adjustment in a communication, an additional penalty on rule strength is executed on some homonymous rules to the rules chosen by agents to produce and comprehend utterances in that communication. These homonymous rules have the identical utterance syllables to those of the chosen rules, and their meaning parts belong to the same semantic category as those of the chosen ones. The penalty on rule strength could be either a strength increase of those homonymous rules if the chosen rules failed to help the listener to get a confident comprehension or a strength decrease of those homonymous rules if the chosen rules succeed in getting a confident comprehension to the listener. How to judge the confident comprehension is introduced in §2.3.
Here, we give an example of this homonym-avoidance mechanism. Suppose in a communication, one chosen rule of the listener is “dog”\(\rightarrow\)a c/ (0.5) and it succeeds to give a confident comprehension to him, then, another rule in the listener’s rule list, “cat”\(\rightarrow\)a c/ (0.4), is penalized since it is homonomous to the chosen rule and its meaning part, “cat,” belongs to the same semantic category of the chosen one’s, “dog.” However, another homonymous rule, “run(\#)”\(\rightarrow\)a c/ (0.7), is not penalized because “run(\#)” and “dog” belong to different semantic categories. The necessity of this avoidance mechanism is discussed in §3.2, based on the simulation result.

In this section, the agent’s memory system and the rule acquisition mechanisms are discussed. Sociolinguists have observed dramatic variations in speech communities, including various linguistic abilities [30], and studies on language acquisition have revealed various dichotomies in children’s learning styles [31]. Therefore, these natural characteristics (memory size) and linguistic abilities (rule acquisition mechanisms) should be individually different. However, many computational models which adopt multiagent systems are built with homogeneous agents, all of which have identical characteristics and consistent strategies. These models cannot study the influence of these heterogeneities on language emergence. In our model, these heterogeneities are considered, and their influences are discussed in §3.4.

### 2.3. Communication

Many computational models simplify the communication process by adopting a direct meaning transference, i.e., the intended meanings, encoded in linguistic utterances produced by speakers, are always accurately available to listeners. This assumption is similar to that of mind-reading. However, there is no direct connection between speakers’ production and listeners’ comprehension [32]. Other channels, such as pointing while talking or feedback by nodding, can only provide certain degrees of confirmation. Quine presented a good counterexample regarding pointing while talking [33]: if someone points to a dog and says: “look at the dog!”, how do listeners know that the word “dog” refers to the animal, instead of the grass on which it sits or even the pointing finger itself? Meanwhile, feedback through facial expressions or gestures (e.g., nodding) may not allow speakers to know for sure whether listeners correctly infer speakers’ intended meanings. Furthermore, such simplification disregards the comprehension process, in which, both the agent’s linguistic information and nonlinguistic information provided by the environment (e.g., visual information) can assist the comprehension. In the early stage of language development, based on the shared attention [34], a listener can sometimes infer the speaker’s intended meaning when describing an ongoing event. Therefore, the nonlinguistic information can provide sources for comprehension, especially when linguistic information is inadequate, i.e., the available linguistic rules cannot provide an integrated meaning for the listener to comprehend. In order to study how linguistic and nonlinguistic information aid each other and how the linguistic information gradually gains its advantage over the nonlinguistic information, the simplification of the direct meaning transference is abandoned, and a comprehension process with indirect meaning transference is adopted.

#### 2.3.1, Nonlinguistic Information—Cues

In this model, one type of nonlinguistic information, cues, is introduced. Cues describe environmental events and are available to the listener during communications. Cues are modeled as integrated meanings having a certain strength (here, all strengths are equal to 0.5), e.g.,

\[
\text{“chase(fox, dog)” (0.5).}
\]

Cues, as semantic hints for comprehension, are sometimes ambiguous, like in Quine’s example. Besides, cues may be unreliable because the speaker might not always be describing an event that is ongoing in the immediate environment. Together, such sources of unreliability may cause the listener to totally ignore certain events or pay attention to the wrong events. However, as stated before, considering the shared attention, sometimes, the listener can infer the speaker’s intended meaning from cues. To simulate this ambiguity, reliability of cues (RC) is used to manipulate the probability that a cue containing the speaker’s intended meaning is available to the listener. During each information exchange in a communication, multiple cues comprising different integrated meanings are simultaneously made available to the listener. The effect of RC on language emergence is discussed in §3.2, based on the simulation result.

#### 2.3.2. Communication Game

In the communication game of this model, there is no direct connection between the speaker’s production and the listener’s comprehension. The listener’s comprehension is based on interactions of linguistic and nonlinguistic information, together with a confidence feedback without direct access to the speaker’s interpreted meaning.

In each communication game, there are many times of information exchange, one such information exchange proceeds as follows (see Figure 3). In the production, the speaker randomly chooses an integrated meaning to express. The speaker decides how to encode the meaning into utterance according to his linguistic rules. If no rules are available and random creation fails, the speaker makes no production at all. Otherwise, a set of extant or newly created lexical rules that can be combined to express the integrated meaning is activated, together with the appropriate word order rules that can combine the activated compositional
rules. The speaker selects the set of rules with the greatest combined strength for speaking, $CS_{speak}$, $CS_{speak}$ is defined by

$$CS_{speak} = \frac{1}{n} \left( \sum_{i=1}^{n} \text{Strength}(\text{available lexical rules}) + \text{Strength}(\text{applicable word order rules}) \right).$$

(1)

It shows that the speaker’s production is decided by his available lexical and syntactical information. The utterance, built up according to the winning rules, is sent to the listener for comprehension. An example of rule competition in the production process is given in the Appendix.

In the comprehension, the listener receives the utterance and, sometimes, some cues. Then, the lexical rules in the listener’s rule list whose utterance parts partially or fully match the received utterance are activated. The rule competition here not only takes account of the strength of the listener’s available lexical and word order rules, but also considers the cues whose semantic hints support any of the activated lexical rules. For example, the rules available to the listener might only allow the utterance to be interpreted as “eat{dog, #}.” But if an available cue contains a meaning “eat{dog, meat},” the strength of this cue will be included in the calculation of the combined strength for listening, $CS_{listen}$ defined by

$$CS_{listen} = \frac{1}{n} \left( \sum_{i=1}^{n} \text{Strength}(\text{activated rules}) \right) + \{\text{Strength}(\text{related Cues})\}. \quad (2)$$

This definition indicates that the listener’s comprehension is determined by both linguistic and nonlinguistic information. The listener tends to comprehend meanings that are supported by both linguistic rules and cues, especially when there is a lack of linguistic rules that allow the utterance to be interpreted as an integrated meaning. $CS_{listen}$ is used to compare the optional integrated meanings that the listener can comprehend based on the activation of different rules, supported by cues or not. The listener can make no comprehension if there are no rules for comprehending the heard utterance and no cues available to him.

The listener interprets the utterance as the meaning inferred from the set of rules that has the highest $CS_{listen}$. If this $CS_{listen}$ exceeds a threshold (say, 0.5), a positive feedback, indicating a strong confidence on the listener’s comprehension, is sent back to the speaker. Otherwise, a negative feedback is sent, indicating that the listener is either unable to comprehend the utterance or is not confident of his comprehension. Note that, even a positive feedback is sent, the listener’s comprehended meaning is not necessary to be identical to the speaker’s intended meaning, the confidence of the listener is decided by the combined strength of the rules he uses to comprehend the heard utterance. Then, based on this confidence feedback, instead of a direct meaning check, both the speaker and the listener perform rule adjustment to their activated rules. Under a positive feedback, they increase the strengths of their winning rules and decrease those of the losing ones; under a negative feedback, an inverse adjustment is executed.

3. RESULTS AND DISCUSSIONS

The simulation results under one set of parameters are discussed here. The population size is 10, the reliability of cues ($RC$) is 0.7, the average buffer and rule list sizes are 40, and the
average probability for random creation and for rule generalization are 0.5. We adopt a concurrent simulation system, i.e., each agent communicates with each other agent during each communication round, in all $C_{\text{PopulationSize}}^2$ number of communications happen simultaneously. In one communication, there are 20 times of information exchange between the speaker and the listener. Results under other sets of reasonable parameters are similar.

In order to analyze the results, we define several indices. Then, using these indices, we trace the emergence of a compositional language from a holistic signaling system and the coevolution of the lexicon and syntax. After that, we discuss some factors that may affect this self-organizing process, some of which may shed light on the evolution of natural languages.

### 3.1. Indices to Test the Behavior

1. **Rule expressivity ($RE$):** the average number of integrated meanings that each agent can express:

   $$RE = \frac{\sum_i \text{number of meanings that agent } i \text{ can express}}{\text{number of agents}}.$$  
   
   (3)

   One holistic rule expresses one integrated meaning. One compositional rule can express one or two meaning constituents, but not an entire integrated meaning. However, through combination, a limited number of compositional rules can express many integrated meanings. For example, in this model, 12 word rules are enough to express all 48 integrated meanings in the semantic space. Compositional-ality endows human languages with the ability to express infinite meanings with limited materials. $RE$ is used to trace the transition from holistic rules to compositional rules in agents’ rule lists.

2. **Understanding rate ($UR$):** the average number of meanings understandable to each pair of agents in the group based on linguistic information only:

   $$UR = \frac{\sum_{i,j} \text{number of understandable meanings between agent } i \text{ and } j}{\text{number of all possible pairs of } i, j}.$$  
   
   (4)

   The $UR$ can evaluate another feature of real languages, the displacement [35], i.e., whether expressions with these linguistic rules can be accurately comprehended even though they describe events that are not happening in the present space and time or there are no related cues. In models adopting the direct meaning transference (e.g., [20, 23]), each speaker’s intended meaning is always accurately transferred to the listener, so these models may not be suitable for evaluating the displacement.

3. **Convergence time ($CT$):** the average number of communication rounds required to achieve a mature language ($UR > 80\%$).

### 3.2. Lexicon-Syntax Coevolution

The lexicon-syntax coevolution is summarized in Figure 4. Figure 4(a) shows the $RE$ of both holistic and compositional rules; the decrease of the former and the increase of the latter show a transition from an initially holistic signaling system to a compositional language. The $UR$, shown in Figure 4(a), undergoes an S-shaped curve, which indicates that the size of the common lexicons undergoes a phase transition [36] (a sharp increase of $UR$), similar to the result of Ke et al.’s model [20]. Figure 4(b,c) shows the convergence of the syntax from all possible sequential order rules.
to the dominant word orders; the curves trace the average strengths of each of the eight order rules. Two dominant word orders emerge, one for each meaning type. No prior bias is conferred to any particular word order; each is \textit{a priori} equally likely and, initially, with the same strength.

Without considering other restrictions on the dominance of certain orders (e.g., SOV or SVO) as in natural languages, any order can be the dominant one. This indicates, from a usage point of view, that any order can fulfill the regulating role. Language usage provides an arena for multiple factors to take effect on driving the emergence of syntax, from simple dominant word order as in this model to the complex syntactic features shown in modern languages. The multiple factors include linguistic factors, such as frequency-based construction, phonology change [37], and factors from other aspects, such as individual perspective [38].

The lexicon-syntax coevolution typically proceeds as follows: 1) Holistic period (from 0 to 60 rounds in the run summarized in Figure 4). At the beginning, agents only understand meanings produced by the shared holistic rules. Then, more holistic rules emerge due to occasional random creation, which gradually increases the \textit{RE} of holistic rules. The \textit{UR}, in this period, relies on holistic rules. 2) Random order period (from 60 to 150 rounds). Later on, the presence and acquisition of recurrent patterns that appear by chance greatly increase the \textit{RE} of the compositional rules. A consistent word order becomes necessary when agents come to use more compositional rules to encode meanings, so the convergence of dominant word order begins too. But in this period, the strength of almost every order rule is increased, because agents have no prior bias toward any particular word order. The comprehension gradually relies on compositional rules, though their use causes some meanings, initially understandable when produced by holistic rules, to be misunderstood. This may cause a slight, temporary drop of the \textit{UR}, which matches a similar drop of understandability during the children’s language acquisition [15].

3) Self-organizing period (from 150 to 170 rounds). Self-organizing mechanisms gradually make certain compositional and word order rules win the competition and get shared among agents. In this period, there is a sharp increase of both the \textit{UR} and the strengths of those will-be dominant word order rules. 4) Conventionalization period (from 170 rounds till the end). The sharing of a common lexicon is finalized in this period. In certain simulations, \textit{UR} can approach 100\%, indicating that the shared lexicons are sufficient to produce and comprehend almost all integrated meanings in the semantic space.

Mutual understanding requires not only common lexical rules but also a shared syntax to regulate utterances. Unreliable cues drive the transition from relying on nonlinguistic information to relying on linguistic information. This transition is a lexicon-syntax coevolution process: from Figure 4(a–c), it is seen that the sharp increase of \textit{UR} and that of

The strengths of the dominant order rules are almost synchronized, i.e., the use of compositional rules triggers the syntax to converge, which in turn boosts the lexicon convergence.

### 3.3. Factors Affecting the Coevolution Process

In this section, some internal (homonym-avoidance, heterogeneous individual characteristics, and linguistic abilities) and external (cue reliability) factors that affect the lexicon-syntax coevolution in this model are discussed.

#### 3.3.1. Homonym-avoidance and Cue Reliability (RC)

The empirical basis and the execution procedure of the homonym-avoidance mechanism are given in §2.2. In this section, the necessity of this mechanism is strengthened by the simulation result. Statistical results show that without homonym-avoidance, the peak \textit{UR} is very low (12/48, 25\%).

Table 1 lists the shared rules in a typical run with homonym-avoidance. Although some homonymous rules with meaning constituents in different categories (in bold) exist, the high \textit{UR} indicates less ambiguity.

From an external perspective, the higher the reliability of cues, the higher chances for listeners to get assistance from cues in their comprehensions, which may accelerate the conventionalization of common lexicons. But the performance of this external factor relies much on the internal homonym-avoidance mechanism. Figure 5 shows the average understanding rate for different \textit{RC} values, with and without homonym-avoidance. In both cases, the understanding rate increases with the \textit{RC}, and the understanding rate with homonym-avoidance is much higher than that without homonym-avoidance. However, even when cues are always reliable (i.e., \textit{RC} = 1.0), without homonym-avoidance, the peak \textit{UR} (50\%) is much lower than the peak \textit{UR}

### Table 1

<table>
<thead>
<tr>
<th>Round = 492</th>
</tr>
</thead>
</table>

**Common Rules:** 11

- “cry(\#)”\Rightarrow/a/
- “chew(\#)”\Rightarrow/b f/
- “chase(\#,\#)”\Rightarrow/c/
- “bear”\Rightarrow/h/
- “wolf”\Rightarrow/i/
- “meat”\Rightarrow/a/
- “run(\#)”\Rightarrow/d/
- “fight(\#,\#)”\Rightarrow/e/
- “dog”\Rightarrow/b f/
- “fox”\Rightarrow/c/
- “water”\Rightarrow/k/

Average \textit{UR} = 40.80 (85.00\%)
Both the empirical findings (e.g., [39]) and the simulation results suggest that homonym-avoidance, one internal constraint for avoiding ambiguity, and reliable nonlinguistic information, one external requirement, are necessary for a mature language (UR > 80%) to emerge.

3.3.2. Heterogeneous Population

This section describes the influence of two types of agent heterogeneity on the emergence of language. One way to simulate the heterogeneity is to use a Gaussian distribution, i.e., each agent has a value of that heterogeneous feature, randomly drawn from a Gaussian distribution. The influence of the heterogeneity is shown through comparing the convergence time (CT) in a heterogeneous situation with that in a homogeneous situation. In the homogeneous situation, all agents share the same value of that feature which is equal to the mean value of the Gaussian distribution in the heterogeneous situation.

1. Heterogeneous storage capacities, i.e., different agents can have various sizes of buffer and rule list. Under a fixed rule list capacity (40), Figure 6(a) shows the CTs under a heterogeneous buffer capacity (dashed line); under a fixed buffer capacity (40), Figure 6(b) shows the CTs under a heterogeneous rule list capacity (dashed line). In both heterogeneous situations, the mean values of the Gaussian distribution are from 20 to 60, the variances are 10, and the corresponding CTs under homogeneous situations also are shown in Figure 6 (solid lines).

The buffer capacity affects the rule generalization. With abundant M-U mappings stored in the buffer, chances for recurrent patterns among them are high, and many new rules may be generalized simultaneously. However, a bigger buffer needs more communications to fill, which may delay
the rule updating rate. The CT curve in Figure 6(a) shows that with the increase of the buffer capacity, the CT increases slowly, which indicates that the delayed updating rate in bigger buffer capacities holds back the convergence time slightly. For most buffer capacities within the magnitude of the semantics space, most simulations converge to languages with high understanding rates, even in heterogeneous conditions.

The rule list capacity determines the rule storage. The bigger the capacity, the more easily agents store new rules, which can accelerate the convergence process. However, for a fixed semantic space, a large rule list capacity introduces redundancy. For example, in the current model, 12 word rules are sufficient for all integrated meanings in the semantics space. When the system converges, there are empty slots or slots storing non-shared rules in some agents’ rule list. As shown in Figure 6(b), there is a slow decrease of the CT with the increase of the rule list in both homogeneous and heterogeneous situations. This shows that for most rule list capacities that are not lower than 12, most simulations converge to languages with high understanding rates, even in heterogeneous conditions.

2. Heterogeneous linguistic abilities, i.e., different abilities of random creation (creation rate (CR)), which controls the rate for creating salient linguistic mappings, and different abilities to detect recurrent patterns (detection rate (DR)), which controls the rate for acquiring new rules from available M-U mappings. As for the modeling of heterogeneous storage capacities, Gaussian distribution is used to simulate this heterogeneity. Under a fixed DR (0.5), Figure 7(a) shows the CTs under a heterogeneous creation rate; under a fixed CR (0.5), Figure 7(b) shows the CTs under a heterogeneous detection rate. In both heterogeneous situations, the mean values of the Gaussian distribution are from 0.2 to 0.8, the variance is 0.2, and the corresponding CTs under homogeneous situations also are shown in Figure 7 (solid lines).

It is obvious that without an intentional creation mechanism, no salient linguistic materials will emerge. Similarly, without detection of recurrent patterns, though many linguistic rules may emerge, similarities among them will only occur by chance and the emergence of a common set of lexicon will be virtually impossible. Furthermore, in cases with extremely low creation rate or detection rate, the acquisition of new rules can still be delayed. If the creation rate is low, although agents can detect recurrent patterns, acquisition of new rules is delayed because of the insufficient amount of salient linguistic materials. If the detection rate is low, although many recurrent patterns appear in newly created linguistic materials, few of them can be detected and learned as linguistic rules, acquisition of new rules is delayed, too. As shown in Figure 7, except for these extreme cases, most simulations converge to languages with high URs, even in heterogeneous conditions.

To summarize, the limited heterogeneities on storage capacities and linguistic abilities can not significantly affect the emergence of language. The self-organization process in this model is robust to a certain degree, i.e., a mature language can still emerge in a population, each agent of which may have small differences among each other in his natural characteristics or linguistic abilities.

4. CONCLUSIONS AND FUTURE DIRECTIONS

In this article, the coevolution of the lexicon and syntax is traced in a computational model. Nonlinguistic information’s influence and some individual differences’ effects on
the emergence of language are discussed by adopting a communication system with indirect meaning transference among a heterogeneous population. This model also discusses some external and internal requirements for effectively acquiring a compositional language. However, there are several unexplored aspects of language emergence based on this model.

First, this model shows the emergence of language through horizontal transmission, which can supplement the conclusions of models considering the vertical transmission. In order to test whether the self-organizing mechanisms in this model are also applicable for vertical transmission, there is necessity to adopt the vertical transmission in this model. Second, human’s semantic knowledge is gradually increasing, what is the influence of this increasing semantic space on language evolution can be explored by adopting an open-ended semantic space in this model. Third, other types of communication, such as more than two individuals communicate in a group with one as the speaker, the others as the listeners, can be taken into account. Finally, random communication adopted in this model, as in many other models, is unrealistic, because it disregards the effect of social factors, which may also influence language evolution, as discussed in [40]. The recently developing complex networks theory (e.g., [41, 42]) provides an effective tool to explore language emergence at a social community level. Based on the current model, our group has already obtained some preliminary results which are introduced in [43].
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APPENDIX: AN EXAMPLE OF RULE COMPETITION IN THE PRODUCTION PROCESS

Suppose a speaker wants to express the integrated meaning “fight{dog, fox},” Based on his rule list, there are three ways to express it, as shown in Figure A1: 1) using a holistic rule, no word order is considered; 2) using 3 word rules, all 6 orders are applicable, so the strongest one [VSO(0.6)] is chosen; 3) using a word rule and a phrase rule, due to the restriction of the phrase rule’s utterance, only VSO and OSV are applicable orders, so the strongest one VSO(0.6) is chosen. In each case, CS\textsubscript{Speak} is calculated, and CS3 (0.7) is the highest. Therefore, rules in that case (boldface in Figure A1) are his winning rules and the utterance, built up accordingly (/e b f/), is sent to the listener. The comprehension is a reversed process and the calculation of CS\textsubscript{Listen} considers not only the activated linguistic rules but also the related cues.

**FIGURE A1**

<table>
<thead>
<tr>
<th>Production Part</th>
<th>Meaning to express: “fight{dog, fox}”</th>
<th>Activated rules</th>
<th>Applicable word order rules</th>
<th>Combined Strength (CS)</th>
<th>Utterance created</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 holistic rule</td>
<td>“fight&lt;dog, fox&gt;” –→ /a b/ (0.6)</td>
<td></td>
<td></td>
<td>CS1 = 0.6</td>
<td>/a b/</td>
</tr>
<tr>
<td>3 word rules</td>
<td>“dog” –→ /b/ (0.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>“fight&lt;#, #&gt;” –→ /c e g/ (0.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>“fox” –→ /g/ (0.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>VSO (0.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 word rule</td>
<td>“dog” –→ /b/ (0.8)</td>
<td></td>
<td></td>
<td>CS2 = 1/3(0.8 + 0.5 + 0.2) + 0.6 = 0.55</td>
<td>/c e b g/</td>
</tr>
<tr>
<td>1 phrase rule</td>
<td>“fight&lt;#, fox&gt;” –→ /e f/ (0.8)</td>
<td></td>
<td></td>
<td>CS3 = 1/2(0.8 + 0.8 + 0.6) = 0.7</td>
<td>/e b f/</td>
</tr>
</tbody>
</table>

Utterance built up: /e b f/

Example of rule competition in the production process.
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