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Abstract—While adaptive control has been used in numerous applications to achieve system performance without excessive reliance on dynamical system models, the necessity of high-gain learning rates to achieve fast adaptation can be a serious limitation of adaptive controllers. This is due to the fact that fast adaptation using high-gain learning rates can cause high-frequency oscillations in the control response resulting in system instability. In this note, we present a new adaptive control architecture for nonlinear uncertain dynamical systems to address the problem of achieving fast adaptation using high-gain learning rates. The proposed framework involves a new and novel controller architecture involving a modification term in the update law. Specifically, this modification term filters out the high-frequency content contained in the update law while preserving asymptotic stability of the system error dynamics. This key feature of our framework allows for robust, fast adaptation in the face of high-gain learning rates. We further show that transient and steady-state system performance is guaranteed with the proposed architecture. Two illustrative numerical examples are provided to demonstrate the efficacy of the proposed approach.
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I. INTRODUCTION

While adaptive control has been used in numerous applications to achieve system performance without excessive reliance on system models, the necessity of high-gain learning rates for achieving fast adaptation can be a serious limitation of adaptive controllers [1]. Specifically, in certain applications fast adaptation is required to achieve stringent tracking performance specifications in the face of large system uncertainties and abrupt changes in system dynamics. This, for example, is the case for high performance aircraft systems that are subjected to system faults or structural damage which can result in major changes in aerodynamic system parameters. In such situations, adaptive control with high-gain learning rates is necessary in order to rapidly reduce and maintain system tracking errors. However, fast adaptation using high-gain learning rates can cause high-frequency oscillations in the control response resulting in system instability [2]–[4]. Hence, there exists a critical trade-off between system stability and adaptation learning rate (i.e., adaptation gain).

In this note, we present a new adaptive control architecture for nonlinear uncertain dynamical systems to address the problem of achieving fast adaptation using high-gain learning rates. The proposed framework involves a new and novel controller architecture involving a modification term in the update law. Specifically, this modification term filters out the high-frequency content contained in the update law while preserving asymptotic stability of the system error dynamics. This key feature of our framework allows for robust, fast adaptation in the face of high-gain learning rates. We further show that transient and steady-state system performance is guaranteed with the proposed architecture. Two illustrative numerical examples are provided to demonstrate the efficacy of the proposed approach.

The notation used in this paper is fairly standard. Specifically, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}^n \) denotes the set of \( n \times 1 \) real column vectors, \( \mathbb{R}^{n \times m} \) denotes the set of \( n \times m \) real matrices, \((\cdot)^T\) denotes transpose, \((\cdot)^{-1}\) denotes inverse, \( \| \cdot \|_2 \) denotes the Euclidian norm, and \( \| \cdot \|_F \) denotes the Frobenius matrix norm. Furthermore, we write \( \lambda_{\text{min}}(M) \) (resp., \( \lambda_{\text{max}}(M) \)) for the minimum (resp., maximum) eigenvalue of the Hermitian matrix \( M \) and \( \text{tr}(\cdot) \) for the trace operator.

II. MODEL REFERENCE ADAPTIVE CONTROL

We begin by presenting a brief review of the model reference adaptive control problem. Specifically, consider the nonlinear uncertain dynamical system given by

\[
\dot{x}(t) = Ax(t) + B\Delta(x(t)) + Bu(t), \quad x(0) = x_0, \quad t \geq 0, \quad (1)
\]

where \( x(t) \in \mathbb{R}^n, t \geq 0 \), is the state vector, \( u(t) \in \mathbb{R}^m, t \geq 0 \), is the control input, \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are known matrices such that the pair \((A, B)\) is controllable, and \( \Delta : \mathbb{R}^n \to \mathbb{R}^m \) is a matched system uncertainty. We assume that the full state is available for feedback and the control input \( u(\cdot) \) is restricted to the class of admissible controls consisting of measurable functions such that \( u(t) \in \mathbb{R}^m, t \geq 0 \). In addition, we consider the reference system given by

\[
\dot{x}_m(t) = A_m x_m(t) + B_m r(t), \quad x_m(0) = x_{m0}, \quad t \geq 0, \quad (2)
\]

where \( x_m(t) \in \mathbb{R}^n, t \geq 0 \), is the reference state vector, \( r(t) \in \mathbb{R}^r, t \geq 0 \), is a bounded piecewise continuous reference input, \( A_m \in \mathbb{R}^{n \times n} \) is Hurwitz, and \( B_m \in \mathbb{R}^{n \times r} \).

Assumption 2.1: The matched uncertainty in (1) is linearly parameterized as

\[
\Delta(x) = W^T \beta(x), \quad x \in \mathbb{R}^n, \quad (3)
\]

where \( W \in \mathbb{R}^{r \times m} \) is an unknown constant weighting matrix and \( \beta : \mathbb{R}^n \to \mathbb{R}^r \) is a basis function of the form \( \beta(x) = [\beta_1(x), \beta_2(x), \ldots, \beta_s(x)] \).

Here, the aim is to construct a feedback control law \( u(t), t \geq 0 \), such that the state of the nonlinear uncertain dynamical system given by (1) asymptotically tracks the state of the...
reference model given by (2) in the presence of matched uncertainty satisfying (3).

Next, consider the feedback control law given by
\[ u(t) = u_n(t) + u_{ad}(t), \quad t \geq 0, \tag{4} \]
where the nominal control law \( u_n(t), t \geq 0 \), is given by
\[ u_n(t) = -K_1x(t) + K_2r(t), \quad t \geq 0, \tag{5} \]
and the adaptive control law \( u_{ad}(t), t \geq 0 \), is given by
\[ u_{ad}(t) = -\hat{W}^T(t)\beta(x(t)), \quad t \geq 0, \tag{6} \]
where \( K_1 \in \mathbb{R}^{m \times m} \) and \( K_2 \in \mathbb{R}^{m \times r} \) are nominal control gains chosen such that \( A_m = A - BK_1 \) and \( B_m = BK_2 \) hold, and \( \hat{W}(t) \in \mathbb{R}^{x \times m}, t \geq 0, \) is an estimate of \( W \) satisfying the standard update law
\[ \dot{\hat{W}}(t) = \Gamma_0(\beta(x(t))e^T(t)PB, \quad \hat{W}(0) = \hat{W}_0, \quad t \geq 0, \tag{7} \]
where \( \Gamma_0 \in \mathbb{R}^{x \times x} \) is a positive-definite learning rate matrix, \( e(t) = x(t) - \hat{x}_m(t), t \geq 0, \) is the system error state, and \( P \in \mathbb{R}^{n \times n} \) is a positive-definite solution of the Lyapunov equation
\[ 0 = A_m^TP + PA_m + R, \tag{8} \]
where \( R \in \mathbb{R}^{n \times n} \) is a given positive-definite matrix. Since \( A_m \) is Hurwitz, it follows from converse Lyapunov theorem [5], [6] that there exists a unique positive-definite \( P \in \mathbb{R}^{n \times n} \) satisfying (8) for a given positive definite matrix \( R \in \mathbb{R}^{n \times n} \).

Remark 2.1: The feedback control law given by (4), (5), and (6), along with the standard update law given by (7) ensures that \( e(t) \to 0 \) as \( t \to \infty \) and \( \hat{W}(t) \equiv \hat{W}(t) - W \) remains bounded [7]–[9] for all \( t \geq 0 \). However, if a high-gain learning rate is used to achieve fast adaptation in the face of large system uncertainty and abrupt changes in the system dynamics, then high-frequency oscillations in the control response can lead to system instability [2]–[4].

III. LOW-FREQUENCY LEARNING IN ADAPTIVE CONTROL

To address the high-frequency oscillations prevalent in standard adaptive control with high-gain feedback, let \( \hat{W}_I(t) \in \mathbb{R}^{x \times m}, t \geq 0, \) be a low-pass filter weight estimate of \( \hat{W}(t), t \geq 0, \) given by
\[ \dot{\hat{W}}_I(t) = \Gamma_I[\hat{W}(t) - \hat{W}_I(t)], \quad \hat{W}_I(0) = \hat{W}_0, \quad t \geq 0, \tag{9} \]
where \( \Gamma_I \in \mathbb{R}^{x \times x} \) is a positive-definite filter gain matrix. Note that since \( \hat{W}_I(t), t \geq 0, \) is a low-pass filter weight estimate of \( \hat{W}(t), t \geq 0, \) the filter gain matrix \( \Gamma_I \) is chosen such that \( \lambda_{\max}(\Gamma_I) \leq \gamma_{I,\text{max}} \), where \( \gamma_{I,\text{max}} > 0 \) is a design parameter.

Remark 3.1: Let \( m = s = 1 \), \( \hat{W}_I(t) \in \mathbb{R}, t \geq 0, \) and \( \Gamma_I = \gamma_{I,\text{max}} \). In this case, (9) can be equivalently written as
\[ \dot{\hat{W}}_I(s) = \frac{1}{\tau s + 1}\hat{W}(s), \tag{10} \]
where \( s \) is the Laplace variable and \( \tau \equiv \gamma_{I,\text{max}}^{-1} \) is the filter time constant. Hence, since choosing a large time constant \( \tau \) leads to a low-pass filter, this implies that \( \gamma_{I,\text{max}} \) needs to be small enough to cut off the high-frequency content of \( \hat{W}(t), t \geq 0, \)

Next, we add a modification term to the standard update law given by (7) in order to enforce a distance condition between the trajectories of the weight estimate \( \hat{W}(t), t \geq 0, \) and the trajectories of its low-pass filtered version \( \hat{W}_I(t), t \geq 0, \). This leads to a minimization problem involving an error criterion capturing the distance between \( \hat{W}(t), t \geq 0, \) and \( \hat{W}_I(t), t \geq 0, \). Specifically, consider the cost function given by
\[ J(\hat{W}, \hat{W}_I) = \frac{1}{2}\|\hat{W} - \hat{W}_I\|^2 \tag{11} \]
and note that the negative gradient of (11) with respect to \( \hat{W} \) is given by
\[ \frac{\partial[-J(\hat{W}(t), \hat{W}_I(t))]}{\partial \hat{W}(t)} = -\dot{(\hat{W}(t) - \hat{W}_I(t))}, \quad t \geq 0, \tag{12} \]
which gives the structure of the proposed modification term. Using the idea presented in [3], [10]–[12], we now construct the proposed update law by adding (12) to (7) to obtain the modified update law
\[ \dot{\hat{W}}(t) = \Gamma[\beta(x(t))e^T(t)PB - \sigma(\hat{W}(t) - \hat{W}_I(t))], \quad \hat{W}(0) = \hat{W}_0, \quad t \geq 0, \tag{13} \]
where \( \sigma > 0 \) is a modification gain.

Many modification terms to the standard update law given by (7) are reported in the literature; for example, see [12]–[16] and references therein. These modification terms include the \( \sigma \)-modification, which has the form \(-\sigma\hat{W}(t) - W^*\), where \( \sigma > 0 \) and \( W^* \) is an approximation of the ideal weight. If \( W^* \) is not a good approximation of the ideal weight, then the system error can increase [12]. Since \( W^* \) is unknown for many practical applications, it is common practice to choose \( W^* = 0 \). However, a key shortcoming of the \( \sigma \)-modification term with \( W^* = 0 \) is that it adds pure damping to the update law turning it into a lag filter, which can inhibit the adaptation process. The modification term given by (12) resembles the \( \sigma \)-modification architecture with \( W^* \) replaced by \( \hat{W}_I(t), t \geq 0, \). However, this new modification architecture allows the update law to learn using its low-frequency content, and hence, suppress the undesired high-frequency oscillations possibly contained in the control response. The proposed update law given by (13) significantly differs from the standard update law with a \( \sigma \)-modification. Furthermore, as we see in the next section, the proposed update law does not effect the asymptotic stability of the system error dynamics. A block diagram showing the proposed adaptive control architecture is given in Figure 1.
1, the nonlinearity in the adaptation law (13) can be isolated by defining $z(t)$ as above. In this case, the adaptation law is linear with respect to $z(t)$ and a similar analysis as above holds. As shown in Section 6, this modified architecture can improve robustness as compared to a pure integral-type controller.

IV. TRANSIENT AND STEADY-STATE PERFORMANCE GUARANTEES

In this section, we establish transient and steady-state performance properties for the proposed adaptive control architecture. Define $e(t) \triangleq x(t) - x_m(t)$, $t \geq 0$, $\dot{W}(t) \triangleq \dot{W}(t) - W$, $t \geq 0$, and $\dot{W}_f(t) \triangleq \dot{W}_f(t) - W$, $t \geq 0$. Then, the system error, weight update error, and filtered weight update error dynamics are, respectively, given by

$$\dot{e}(t) = A_m e(t) - B \dot{W}^T(t) \beta(x(t)), \quad e(0) = e_0, \quad t \geq 0,$$

$$\dot{W}(t) = \Gamma [\beta(x(t)) e^T(t) P B - \sigma (\dot{W}(t) - \dot{W}_f(t))], \quad \dot{W}(0) = \dot{W}_0, \quad t \geq 0,$$

$$\dot{W}_f(t) = \Gamma_t [\dot{W}(t) - \dot{W}_f(t)], \quad \dot{W}_f(0) = \dot{W}_{f,0}, \quad t \geq 0.$$  \(14\), \(15\), and \(16\)

The next theorem presents the main result of this note.

**Theorem 4.1:** Consider the nonlinear uncertain dynamical system given by (1), the reference system given by (2), and the feedback control law given by (4), (5), and (6), and assume that Assumption 2.1 holds. Furthermore, let the update law be given by (13). Then, the solution $(e(t), \dot{W}(t), \dot{W}_f(t))$ of the closed-loop system given by (14), (15), and (16) is Lyapunov stable for all $(e_0, \dot{W}_0, \dot{W}_{f,0}) \in \mathbb{R}^n \times \mathbb{R}^{s \times n} \times \mathbb{R}^{s \times n}$ and $t \geq 0$, and $x(t) \rightarrow x_m(t)$ as $t \rightarrow \infty$. In addition, for all $t \geq 0$, the system error, weight update error, and filtered weight update error satisfy the transient performance bounds given by

$$\|e(t)\|_2 \leq \frac{1}{\lambda_{\min}(P)} \left( \lambda_{\max}(P) \|e_0\|_2^2 + \|\Gamma^{-1}\|_F \right)^{\frac{1}{2}},$$

$$\|\dot{W}(t)\|_F \leq \frac{1}{\lambda_{\min}(\Gamma_t^{-1})} \left( \lambda_{\max}(P) \|\dot{W}_0\|_2^2 + \|\Gamma^{-1}\|_F \right)^{\frac{1}{2}},$$

$$\|\dot{W}_f(t)\|_F \leq \frac{1}{\lambda_{\min}(\Gamma_t^{-1})} \left( \lambda_{\max}(P) \|\dot{W}_{f,0}\|_2^2 + \|\Gamma^{-1}\|_F \right)^{\frac{1}{2}}.$$  \(17\), \(18\), \(19\)

**Proof.** To show Lyapunov stability of the closed-loop system (14), (15), and (16), consider the Lyapunov function candidate

$$V(e, \dot{W}, \dot{W}_f) = e^T P e + \text{tr} \; \dot{W}^T \Gamma^{-1} \dot{W} + \sigma \text{tr} \; \dot{W}_f^T \Gamma_t^{-1} \dot{W}_f,$$

where $P > 0$ satisfies (8), and note that $V(0, 0, 0) = 0$. Since $P, \Gamma, \Gamma_t$ are positive-definite, $V(e, \dot{W}, \dot{W}_f) > 0$ for all
In addition, $V(e, \dot{W}, \ddot{W})$ is radially unbounded. Differentiating (20) along the closed-loop system trajectories of (14), (15), and (16) yields
\[ \dot{V}(e(t), \dot{W}(t), \ddot{W}(t)) = 2e^T(t) P \left[ A_m e(t) - B \dot{W}(t) \beta(x(t)) \right] + 2\text{tr} \dot{W}^T(t) \left[ \beta(x(t)) e^T(t) PB - \sigma(\dot{W}(t) - \ddot{W}(t)) \right] + \text{tr} \dot{W}^T(t) \left[ \dot{W}(t) - \ddot{W}(t) \right] \]
\[ = e^T(t) \left[ A_m P + PA_m \right] e(t) - 2\text{tr} \dot{W}^T(t) \dot{W}(t) - 2\text{tr} \dot{W}^T(t) \dot{W}(t) + 2\text{tr} \dot{W}^T(t) \dot{W}(t) \]
\[ \leq -e^T(t) Re(t) - 2\text{tr} \dot{W}^T(t) \dot{W}(t) - 2\text{tr} \dot{W}^T(t) \dot{W}(t) \]
\[ \dot{W}(t) = \left[ 2\text{tr} \dot{W}^T(t) \dot{W}(t) + \text{tr} \dot{W}^T(t) \dot{W}(t) \right] \]
\[ = -e^T(t) Re(t), \ t \geq 0. \tag{21} \]

Hence, the closed-loop system given by (14), (15), and (16) is Lyapunov stable for all $e(t), \dot{W}(t), \ddot{W}(t) \in \mathbb{R}^n \times \mathbb{R}^{m \times m}$ and $t \geq 0$. Now, by the LaSalle-Yoshizawa theorem [6],
\[ \lim_{t \to \infty} \|e(t)\| = 0, \] and hence, $x(t) \to x_m(t)$ as $t \to \infty$.

Finally, since $V(\cdot)$ is uniformly continuous, it can be shown that identical results to Theorem 4.1 hold with $x(t) \to x_m(t)$ as $t \to \infty$ by considering the Lyapunov function candidate given by $V(e, \dot{W}, \ddot{W}) = e^T Pe + \text{tr} \dot{W}^T \Gamma^{-1} \dot{W} + \text{tr} (\dot{W} \dot{W})^2 + \text{tr} \dot{W}^T \dot{W}$, with the inequalities ($\check{\beta}$) gives (17), (18), and (19), respectively. This completes the proof. \qed

Remark 4.1: Theorem 4.1 highlights the stability as well as the transient and steady-state performance guarantees of the closed-loop system given by (14), (15), and (16). It follows from Theorem 4.1 that $x(t) \in L_{\infty}$, $\dot{W}(t) \in L_{\infty}$, and $\ddot{W}(t) \in L_{\infty}$, as well as $x(t) \to x_m(t)$ as $t \to \infty$.

V. Observations and Discussion

The proposed update law given by (13) along with (9) can be extended to include $p$ multiple low-pass filters in order to shape (i.e., decrease) the negative slope of the filter after the cut off frequency. This can be done by considering the update law given by
\[ \dot{W}(t) = \Gamma \left[ 3(x(t)) e^T(t) PB - \sigma(\dot{W}(t) - \ddot{W}(t)) \right], \]
\[ \dot{W}(0) = \dot{W}_0, \ t \geq 0, \tag{23} \]
\[ \dot{W}_{1,1}(t) = \Gamma \left[ W_{1,1}(t) \right], \dot{W}_{1,1}(0) = \dot{W}_0, \tag{24} \]
\[ \dot{W}_{1,2}(t) = \Gamma \left[ W_{1,2}(t) \right], \dot{W}_{1,2}(0) = \dot{W}_0, \tag{25} \]
\[ \vdots \]
\[ \dot{W}_{1,p}(t) = \Gamma \left[ W_{1,p}(t) \right], \dot{W}_{1,p}(0) = \dot{W}_0. \tag{26} \]

In this case, identical results to Theorem 4.1 hold with $x(t) \to x_m(t)$ as $t \to \infty$ by considering the Lyapunov function candidate $V(e, \dot{W}, \ddot{W}) = e^T Pe + \text{tr} \dot{W}^T \Gamma^{-1} \dot{W} + \sum_{i=1}^p \text{tr} \dot{W}_{i,1}(t)^2$, where $W_{i,1}(t) \to \dot{W}_{i,1}(t) - W$. Next, consider a case involving uncertainty in the control effectiveness. Specifically, replace $B$ in (1) with $B = B_0\Lambda$, where $B_0 \in \mathbb{R}^{n \times m}$ is a known matrix and $\Lambda \in \mathbb{R}^{m \times m}$ is an unknown diagonal matrix with diagonal entries $\lambda_{i,i} > 0$, $i = 1, \ldots, m$. Let the nominal control gains $K_1 \in \mathbb{R}^{n \times m}$ and $K_2 \in \mathbb{R}^{m \times r}$ be such that $A_m = A - B_0 K_1$ and $D_m = B_0 K_2$ hold.

Further, let the adaptive control law $u_{ad}(t)$, $t \geq 0$, be given by
\[ u_{ad}(t) = -\tilde{W}_a^T(t) \beta_a(x(t), u(t)), \quad t \geq 0, \tag{27} \]
where $\beta_a: \mathbb{R}^n \to \mathbb{R}^{m \times m}$ is a known basis function of the form $\beta_a(x, u) = [\beta_T(x), u^T]^T$ and $\tilde{W}_a(t) \in \mathbb{R}^{(s + m) \times m}$, $t \geq 0$, is an estimate of $W_a \triangleq [W_T, I_m - \Lambda^{-1}] \in \mathbb{R}^{(s + m) \times m}$ satisfying the update law
\[ \tilde{W}_a(t) = \Gamma [\beta_a(x(t), u(t)) e^T(t) PB_0 - \sigma(\tilde{W}_a(t))] \]
\[ - \tilde{W}_a(t), \quad \tilde{W}_a(0) = \tilde{W}_{a,0}, \quad t \geq 0, \tag{28} \]
\[ \tilde{W}_1(t) = \Gamma [\tilde{W}_a(t) - \tilde{W}_1(t)], \quad \tilde{W}_0(0) = \tilde{W}_0. \tag{29} \]

Finally, using similar arguments as in the proof of Theorem 4.1 and assuming that $r(\cdot)$ is uniformly continuous, it can be shown that identical results to Theorem 4.1 hold with $x(t) \to x_m(t)$ as $t \to \infty$ by considering the Lyapunov function candidate given by $V(e, \dot{W}) = e^T Pe + \text{tr}(\dot{W} \dot{W})^2 + \text{tr}(\dot{W} \dot{W})^2 + \text{tr}(\dot{W} \dot{W})^2$, with the inequalities $\beta(x) = [1, \beta_1(x), \ldots, \beta_n(x)]$, $\beta_1: \mathbb{R}^n \to \mathbb{R}^n$ is the system modeling error satisfying $\|e(t)\| \leq e_{\text{max}}$, $e_{\text{max}} > 0$, and $D_\varepsilon$ is a compact subset of $\mathbb{R}^n$. In this case, the proposed update law given by (13) along with (9) can be replaced by
\[ \dot{W}(t) = \Gamma \left[ \beta(x(t)) e^T(t) PB - \sigma(W(t)) \right], \quad \dot{W}(0) = \dot{W}_0, \quad t \geq 0, \tag{30} \]
\[ \tilde{W}_1(t) = \Gamma [\tilde{W}_a(t) - \tilde{W}_1(t)], \quad \tilde{W}_a(0) = \tilde{W}_0. \tag{31} \]

VI. Illustrative Numerical Examples

In this section, we present two numerical examples to demonstrate the utility and efficacy of the proposed adaptive control architecture.

A. Disturbance Rejection

To illustrate the key ideas of the proposed adaptive control architecture, we first consider a linear dynamical system with
an external disturbance. Since for this problem the system loop transfer function (broken at the control input) can be equivalently written as a linear time-invariant dynamical system, we resort to classical control theory tools to analyze the closed-loop system and compare the proposed architecture with the standard adaptive controller architecture. Specifically, consider the linear dynamical system representing a disturbed aircraft rolling dynamics model given by

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + \begin{bmatrix}
0 \\
1
\end{bmatrix} u(t) + \begin{bmatrix}
0 \\
1
\end{bmatrix} w(t), \quad t \geq 0,
\]

(33)

\[x_1(0) = 0, \quad x_2(0) = 0,\] where \(x_1\) represents the roll angle in radians, \(x_2\) represents the roll rate in radians per second, and \(w(t) \in L_\infty\) is an external disturbance. In this case, the basis function \(\beta(x)\) can be chosen as \(\beta(x) = 1\).

For our simulations, we choose \(K_1 = [0.16, 0.57] \) and \(K_2 = 0.16\), a second-order reference system corresponding to a natural frequency \(\omega_n = 0.40 \text{ rad/s}\) and a damping ratio \(\zeta = 0.707\), and we let \(R = I_2\). Figures 2 and 3 compare the standard adaptive control architecture given by (7) and the proposed adaptive control architecture given by (13) for different learning rates. Note that for higher learning rates, both adaptive control architectures achieve a desired level of disturbance rejection. However, as is well known, the system phase margin diminishes as the learning rate is increased with the standard adaptive control architecture. In contrast, the phase margin increases as the learning rate is increased with the proposed adaptive control architecture. This demonstrates the fast and robust adaptation property of the proposed architecture in the face of high-gain learning rates. For additional insights, see Remark 3.2.

**B. Uncertainty Suppression**

Next, consider the nonlinear dynamical system representing a controlled wing rock aircraft dynamics model given by

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + \begin{bmatrix}
0 \\
1
\end{bmatrix} \Delta(x(t)) + \begin{bmatrix}
0 \\
1
\end{bmatrix} u(t), \quad t \geq 0,
\]

(34)

\[x_1(0) = 0, \quad x_2(0) = 0,\] with \(\Delta(x) = \alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_1 x_2 + \alpha_4 x_2^2 + \alpha_5 x_2^3\), where \(\alpha_i, i = 1, \ldots, 5\), are unknown parameters that are derived from the aircraft aerodynamic coefficients. For our simulation, we set \(\alpha_1 = 0.2314\), \(\alpha_2 = 0.7848\), \(\alpha_3 = -0.0624\), \(\alpha_4 = 0.0095\), and \(\alpha_5 = 0.0215\) [18]. In this case, the basis function \(\beta(x)\) can be chosen as \(\beta(x) = [x_1, x_2, x_1 x_2, x_2^2, x_2^3]^T\). We use the same reference system as given in the previous example. Furthermore, we set \(R = I_2, \Gamma = 100 I_5, \sigma = 0.1, \) and \(\Gamma_f = 0.5 I_5\) for the proposed adaptive control architecture given by (13). Here, our aim is to track a given filtered square-wave roll angle reference command \(r(t), t \geq 0\).

Figure 4 shows the closed-loop system performance of the standard adaptive controller given by (7) with a learning rate of \(\Gamma = 100 I_5\) and Figure 5 shows the closed-loop system performance of the proposed adaptive controller. Note that the control response of the proposed adaptive controller is clearly superior as compared to the standard adaptive controller. This is expected since fast and robust adaptation can be achieved with the proposed controller without incurring high-frequency oscillations in the control response.

To illustrate the point that a high-gain learning rate within the proposed adaptive controller architecture does not hinder system performance, we inserted an input time-delay of 0.362 seconds to the wing rock dynamics model given by (34). Figure 6 shows that the closed-loop system performance of the proposed adaptive controller is oscillatory. Then, we increased the learning rate of the proposed controller from \(\Gamma = 100 I_5\) to \(\Gamma = 10000 I_5\). Note that with the standard adaptive controllers (7), it is well known that increasing the learning rate decreases the time-delay margin of the controlled system. In contrast, Figure 7 shows that the closed-loop system performance of the proposed adaptive controller is improved as the learning rate is increased. In future research, we will investigate the guaranteed robustness properties of the proposed adaptive controller against input time-delays.

**VII. CONCLUSION**

It is well known that standard model reference adaptive control methods employ high-gain learning rates to achieve fast adaptation in order to rapidly reduce system tracking errors in the face of large system uncertainties. High-gain learning rates, however, lead to increased controller effort, reduced
stability margins, and can cause high-frequency oscillations in the control response resulting in system instability. In this note, we presented a new robust adaptive control architecture that allows for fast adaptation of nonlinear uncertain dynamical systems while guaranteeing transient and steady-state performance bounds. Specifically, the proposed architecture filters out the high-frequency content contained in the update law without hindering asymptotic stability of the system error dynamics. Future research will include analyzing stability gain and time-delay margins of the proposed framework as well as extending the proposed framework to non-model reference adaptive control architectures.
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