ABSTRACT

[Context] Automated test case design and execution at the GUI level of applications is not a fact in industrial practice. Tests are still mainly designed and executed manually. In previous work we have described TESTAR, a tool which allows to set-up fully automatic testing at the GUI level of applications to find severe faults such as crashes or non-responsiveness. [Method] This paper aims at the evaluation of TESTAR with an industrial case study. The case study was conducted at SOFTEAM, a French software company, while testing their Modelio SaaS system, a cloud-based system to manage virtual machines that run their popular graphical UML editor Modelio. [Objective] The goal of the study was to evaluate how the tool would perform within the context of SOFTEAM and on their software application. On the other hand, we were interested to see how easy or difficult it is to learn and implant our academic prototype within an industrial setting. [Results] The effectiveness and efficiency of the automated tests generated with TESTAR can definitely compete with that of the manual test suite. The training materials as well as the user and installation manual of TESTAR need to be improved using the feedback received during the study. Finally, the need to program Java-code to create sophisticated oracles for testing created some initial problems and some resistance. However, it became clear that this could be solved by explaining the need for these oracles and compare them to the alternative of more expensive and complex human oracles. The need to raise consciousness that automated testing means program solving most of the initial problems.

1. INTRODUCTION

Automated test case design and execution at the GUI level of applications is not a fact in industrial practice. Tests are still mainly designed and executed manually. In previous work we have presented an approach to automated test-
3.2 Objects of the study

The System Under Test (SUT)

The SUT selected for this study is the Modelio SaaS system developed at SOFTEAM. Modelio SaaS is a PHP web application, which allows for easy and transparent configuration of distributed environments. It can run in virtual environments on different cloud platforms, offers a large number of configuration options and hence poses various challenges when testing. In this study we will focus on the following questions:

**RQ1** How learnable is the TESTAR tool when it is used by testers? How does TESTAR contribute to the effectiveness and efficiency of testing when used in real industrial environments compared to the current testing practices at SOFTEAM?

**RQ3** How satisfied are SOFTEAM testers regarding the installation, configuration, and application of the tool when applied in a real testing environment?

3.3 Cases or Treatments - What is studied?

3.3.1 Testing with TESTAR

TESTAR uses the operating system’s Accessibility API to recognize GUI controls and their properties like position, size, focus, etc. It derives sets of possible actions (clicks, text input, mouse gestures, ...). It selects and executes appropriate ones in order to drive the GUI and to specify user rights for working on these projects. The source code is composed of 50 PHP files with a total of 2141 lines of executable code.

3.2.2 $TSSoft \rightarrow SOFTEAM’s existing manual Test Suite

The existing test suite is a set of 51 manually crafted system test cases that SOFTEAM uses to manually perform regression testing of new releases. Each test case describes a sequence of user interactions with the graphical user interface as well as the expected results. Figure 1 shows an example of such a test case.

3.2.3 Injected Faults

In order to be able to study the effectiveness (i.e., fault finding capability) of TESTAR, SOFTEAM proposed to select a list of faults that have occurred in previous version of Modelio SaaS and which are considered important. These faults have been re-injected into the last version of Modelio SaaS that has been used during the study. Since all of these faults occurred during the development of Modelio SaaS, which makes them realistic candidates for a test with the TESTAR tool.

Table 1 shows the list of their faults, their descriptions, identifiers and severity.

**Figure 1:** Manual test case, used by Modelio SaaS testers for functional testing.
### 3.3.2 Testing currently at Softeam

Modelio SaaS testing and development team consists of 1 product director, 2 developers and 3 research engineers who all participate in the testing process. The testing practice at Softeam is to create test cases by relying on specified use cases. Each test case describes a sequence of the user interactions through the GUI as shown in Figure 1. The test cases are managed with the TestLink\(^4\) software and grouped as test suites according to the part of the system that they enable to test. All them are executed manually by a test engineer. If a failure occurs, the test engineer reports it to the Mantis\(^5\) bug tracking system and assigns it to the developer in charge of the part affected by the failure. He also provides the Apache log file for the web UI as well as the Axis log file for the web services. Then, Mantis mails the developer in charge of examining/fixing the reported failure.

Softeam’s testing process in projects other than Modelio SaaS is similar. A tester has access to the project specifications (most of the time a textual description).

### 3.4 Subjects - Who applies the techniques?

The subjects are two computer scientists that besides other responsibilities for Modelio SaaS are responsible for testing projects on the project. Subject one is a senior analyst (5 years), and trainee two is a software developer with 10 years of experience. Both have less than one year of experience in software testing and have previously modelled test cases using the OMG UML Testing Profile (UTP) and the Modelio implementation of the UML Testing Profile. In a previous study they have obtained training in combinatorial testing. In addition, both testers also claim to be proficient in Java, the language used to develop and extend the TESTAR Tool.

### 3.5 The case study procedure

After TESTAR has been installed and a working testing environment has been set-up, the case study is divided into two phases (see Figure 2).

#### The Training Phase

During this phase, the subjects start to develop a working test environment for SOFTEAM’s case study system. Challenges, difficulties and first impressions are gathered to evaluate how well the subjects understood the concepts of the technique and whether they are prepared to proceed to the next phase. The following activities have been planned:

**Presenational learning** - The trainer gives an introductory course in which working examples are presented. Example SUTs are unrelated to the case study system so that the subjects get an insight into: How to setup TESTAR for a given SUT?, How to tell the tool which actions to execute?, How to program an effective test oracle for different types of faults?, How to define the stopping criteria?.

**Autonomous hands-on learning** (i.e. learning by doing) with online help from the trainer through Skype and/or email. The subjects will apply the learned techniques to setup a test environment for the selected SUT and write evolving versions of a protocol for the TESTAR tool. They will work together and produce one version of the TESTAR protocol. Each tester documents their progress in working diaries which contain information about: The activity that has been performed and the minutes spent on each activity; The questions and doubts that the tester had at the time he was doing this activity (so one can see if those were solved in later learning activities); Versions and evolutions of TESTAR protocols that are produced.

During the introductory course, audio-visual presentations (i.e. tool demos, slides) were used. For supporting the hands-on learning activities, the individual problem-solving method was used. The important issues considered were location and materials. The hands-on learning activities were carried out at SOFTEAM premises. Before the actual hands-on part, an introduction in terms of a course was given in-house at SOFTEAM. The training materials (e.g.

---

Table 1: Injected Faults

<table>
<thead>
<tr>
<th>ID</th>
<th>Component</th>
<th>FileLocation</th>
<th>Description</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Controller</td>
<td>AccountController.php line 102</td>
<td>When clicking on “no” for account deletion confirmation, the system nevertheless deletes the account</td>
<td>M</td>
</tr>
<tr>
<td>2</td>
<td>Controller</td>
<td>LoginController.php line 8</td>
<td>No login fields on login page</td>
<td>H</td>
</tr>
<tr>
<td>3</td>
<td>Controller</td>
<td>ProjectsController.php line 8</td>
<td>Empty page when accessing the project creation page</td>
<td>H</td>
</tr>
<tr>
<td>4</td>
<td>Controller</td>
<td>RamController.php line 31</td>
<td>Description is not added to the database when creating a component</td>
<td>L</td>
</tr>
<tr>
<td>5</td>
<td>Controller</td>
<td>RolesController.php line 48</td>
<td>Page not found error after editing a role</td>
<td>M</td>
</tr>
<tr>
<td>6</td>
<td>Model</td>
<td>DeploymentInstance.php line 10</td>
<td>An error occurred message when trying to view properties of a project</td>
<td>H</td>
</tr>
<tr>
<td>7</td>
<td>Model</td>
<td>Module.php line 21</td>
<td>An error occurred message when trying to add a module to a project</td>
<td>H</td>
</tr>
<tr>
<td>8</td>
<td>Model</td>
<td>Module.php line 34</td>
<td>An error occurred message when trying to upload a new module</td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>Model</td>
<td>Project.php line 36</td>
<td>An error occurred message when trying to view managed project (need to be a project manager)</td>
<td>H</td>
</tr>
<tr>
<td>10</td>
<td>Model</td>
<td>ProjectModule.php line 29</td>
<td>An error occurred message when trying to view properties of a project</td>
<td>H</td>
</tr>
<tr>
<td>11</td>
<td>View</td>
<td>ComponentSelection line 19</td>
<td>Empty page when trying to add a component to a project</td>
<td>H</td>
</tr>
<tr>
<td>12</td>
<td>View</td>
<td>Modules.php line 18</td>
<td>Allow empty content for module</td>
<td>L</td>
</tr>
<tr>
<td>13</td>
<td>View</td>
<td>ModuleSelection.php line 30</td>
<td>Empty page when trying to add a module to a project</td>
<td>H</td>
</tr>
<tr>
<td>14</td>
<td>View</td>
<td>RoleSelection.php line 27 to 30</td>
<td>An error occurred message when trying to edit the role of a user of a project</td>
<td>H</td>
</tr>
<tr>
<td>15</td>
<td>View</td>
<td>Server.php line 42</td>
<td>The type of the server is missing</td>
<td>M</td>
</tr>
<tr>
<td>16</td>
<td>View</td>
<td>ServerSelection.php line 13</td>
<td>Empty form when trying to move a server</td>
<td>L</td>
</tr>
<tr>
<td>17</td>
<td>View</td>
<td>Users.php line 82</td>
<td>Editing is posible when accessing through view link and vice versa</td>
<td>L</td>
</tr>
</tbody>
</table>

\(^4\)http://sourceforge.net/projects/testlink/

\(^5\)http://www.mantisbt.org/
slides, example files) were prepared by the trainer.

**The Testing Phase**

The subjects will refine and consolidate the last protocol made during the training phase work. This protocol will be used for testing, i.e. the protocol is run to test the SUT and the results are evaluated.

### 3.6 Measures

The *independent variables* of the study settings are: the TESTAR GUI Testing Tool; the complexity of the SOFT case study system (Modelio SaaS); level of experience of the SOFT testers who will perform the testing. The *dependent variables* are related to measuring the learnability, effectiveness, efficiency and subjective user satisfaction of the TESTAR tool. Next we present their respective defined metrics.

#### Measuring Learnability

Following [5], learnability can be understood and evaluated in two different ways: Initial learning allows users to reach a reasonable level of usage proficiency within a short time. But it does not account for the learning that occurs after such a level has been reached; Extended learning, in contrast to initial learning, considers a larger scope and long term of learning. It applies to the nature of performance change over time. In the presented study, we are interested in assessing extended learnability. For this purpose, the training program was designed in order to develop an individual level of knowledge on GUI testing and skills to use TESTAR.

In order to determine the effectiveness of the training program, feedback from the subjects on the training program as a whole was gathered in different ways. A levels-based strategy, similar to [8], for evaluating the learning processes was applied. Next we explain briefly each level that is used in this study (the numbers correspond to the levels mentioned in Figure 2) and the quantitative and qualitative measurement that were carried out:

1. **Reaction level**: is about how the learners perceive and react to the learning and performance process. This level is often measured with attitude questionnaires that are passed out after most training classes.

   In our study this is operationalized by means of a learnability-questionnaire (A) to capture first responses (impressions) on the learnability of the tool. Moreover, we will have a questionnaire that concentrates on the perceived quality of the course. introductory course.

2. **Learning level**: is the extent to which learners improve knowledge, increase skill, and change attitudes as a result of participating in a learning process.

   In our study this is operationalized by means of self-reports of working diaries were collected to measure the learning outcomes; and the same learnability questionnaire (B) to capture more in-depth impressions after having used the tool during a longer time.

3. **Performance level**: involves testing the learner’s capabilities to perform learned skills while on the job. These evaluations can be performed formally (testing) or informally (observation).

   In our study this is operationalized by means of 1) using a measure adapted from [5] related to actual on-the-job performance, in this case evolution and sophistication of the developed artifacts (oracle, action definition, stopping criteria) over a certain time interval; and 2) conducting a performance exam.

**Measuring Effectiveness** was done during the testing phase. For test suites TS_{Soft} and TS_{Testar} we measured:

1. Number of failures observed by both test suites. The failures relate to the ones in Table 1 that were injected into the current version of Modelio SaaS.

2. Achieved code coverage (We measured the line coverage of the PHP code executed by both test suites. We took this as an indicator of how “thorough” the SUT has been executed during the testing process)

**Measuring Efficiency** was done during the testing phase. For both TS_{Soft} and TS_{Testar} we measured:

1. Time needed to design and develop the test suites. In the case of TESTAR we took the time that was necessary to develop the oracle, action definitions and stopping criteria.

2. Time needed to run TS_{Soft} and TS_{Testar}.
3. Reproducibility of the faults detected.

Measuring Subjective Satisfaction is done after the testing phase has been completed and consists of:

1. Reaction cards session: each subject selects 5 cards that contain words with which they identify the tool (for the 118 words used see [4]).

2. Informal interview about satisfaction and perceived usefulness that is setup around the questions: Would you recommend the tool to your peers or persuade your management to invest? If not why? If yes, what arguments would you use?

3. Face questionnaires to obtain information about satisfaction through facial expressions. The informal interview from above will be taped and facial expression will be observed following the work in [4]. The purpose of the face questionnaire is to complement the satisfaction interview in order to determine whether their gestures harmonize with their given answers.

4. DATA COLLECTION

Data collection methods included the administration of two questionnaires, test-based examination, working diaries, inspection of different TESTAR protocol artifacts (oracle, action, stopping), as well as video-taped interviews with the subjects.

Regarding to the working diaries, the trainees reported all the activities carried out over the hands-on learning period without a pre-established schedule. Table 2 shows the description data for these activities.

<table>
<thead>
<tr>
<th>Activities</th>
<th>S1</th>
<th>S2</th>
<th>In Pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle design + impl</td>
<td>1200</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Action definition + impl</td>
<td>820</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>Stopping Criteria</td>
<td>30</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Evaluating run results</td>
<td>240</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Skype meeting with trainer</td>
<td>60</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 2: Self-reported activities during the hands-on learning process

- Responses from two questionnaires about first impressions of the course (quality and learnability) and another one applied after the test exam (learnability B) were analyzed. With respect to the course (at level 1), both respondents showed to be satisfied with the content of the course, and the time allocated for it. The practical examples during the course were perceived as very useful to understand the GUI testing concepts. Both subject S1 as S2 highlighted that it was very easy to get started and to learn how to first approach the use of the tool through the provided user manual, the testers were able to use the basic functionalities of the tool right from the beginning and liked the friendliness and cleanness of the environment.

Table 3: Comparison between tests

<table>
<thead>
<tr>
<th>Description</th>
<th>Test Suite</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS\text{Soft}</td>
<td>TS\text{Testar}</td>
</tr>
<tr>
<td>Faults discovered</td>
<td>14 + 1</td>
</tr>
<tr>
<td>Did not find IDs</td>
<td>1, 9, 12, 1, 4, 8, 12, 14, 15, 16</td>
</tr>
<tr>
<td>Code coverage</td>
<td>86.63%</td>
</tr>
<tr>
<td>Time spent on development</td>
<td>40h</td>
</tr>
<tr>
<td>Run time</td>
<td>manual</td>
</tr>
<tr>
<td>Faults diagnosis and report</td>
<td>1h 10m</td>
</tr>
<tr>
<td>Faults reproducible</td>
<td>2h</td>
</tr>
<tr>
<td>Number of test cases</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3: Comparison between tests

5. ANALYSIS

RQ1: How learnable is the TESTAR tool when it is used by testing practitioners of SOFTEAM?

Empirical data was collected in order to analyze learnability at the three identified different levels.

Reaction (level 1) - Responses from two questionnaires about first impressions of the course (quality and learnability) and another one applied after the test exam (learnability B) were analyzed. With respect to the course (at level 1), both respondents showed to be satisfied with the content of the course, and the time allocated for it. The practical examples during the course were perceived as very useful to understand the GUI testing concepts. Both subject S1 as S2 highlighted that it was very easy to get started and to learn how to first approach the use of the tool through the provided manual, the testers were able to use the basic functionalities of the tool right from the beginning and liked the friendliness and cleanness of the environment.

Learning (Level 2) - If we look at the self-reported activities during the hands-on process in Table 2 we see that subject 1 spend considerable more time than subject 2. This was due to unforeseen workload of S2 that in industrial en-
environments cannot always be planned nor ignored. The role of S2 was reduced to that of revising the outcomes of the tests of S1 and being informed about the tool's features.

From the self-reported activities, and based on the opinion of the trainer, it could be deduced that the testers had a few problems with the definition of the TESTAR's action set. This set defines the TESTAR's behaviour and is crucial to its ability to explore the SUT and trigger crashes. Action definitions comprise the description of trivial behaviour such as clicks and text input, as well as more complicated drag and drop and mouse gestures.

With respect to the perceived learnability of the tool, we found that after one month of using the tool during the hands-on learning (see Table 2 for the time that was spend by each subject), their impressions on the training material had changed slightly. Both respondents found that the tool manuals would have to be extended with further explanations in particular on how to customize the tool by using its API methods, in particular on how to setup powerful oracles that detect errors in the SUT and how to setup powerful action sets that drive the SUT and allow to find problematic input sequences.

Moreover, it turned out that the concept of 'powerful' oracle was not totally understood after the course. First impressions were that the oracles were easy to set up (regular expressions) and quite powerful (since within a short period of time and without hardly any effort some of the injected faults were found). However, these are not what is considered a 'powerful' oracle because of the lack of 'power' to detect more sophisticated faults in the functionality of the applications. During the hands-on training it was realized that setting up more sophisticated oracles was not as easy as considered in the beginning, and programming skills and knowledge of the SUT were needed. The need to do Java programming to set-up tests caused some initial resistance towards the acceptance of the technique. However, by comparing them to the alternative of more expensive and complex human oracles and explaining the need to program these oracles in order to automate an effective testing process, consciousness was raised. Initial resistance was turned into quite some enthusiasm to program the oracles, such that the last versions even contain consistency checks of the database underlying the SUT.

**Performance (Level 3)** - In order to analyse the actual performance level of the subjects, the evolution of the artefacts generated during training and testing phases were studied. Throughout the course of the case study, the testers developed 4 different versions of the TESTAR's setup, with increasing complexity and power.

The first set-up offered a rather trivial oracle, which scraped the screen for critical strings such as "Error" and "Exception". The testers supplied these strings in the form of regular expressions. Obvious faults such as number 6 (see Table 1 for the list of injected faults) are detectable with this strategy. However, this heavily relies on visible and previously known error messages. More subtle faults, such as number 16 are not detectable this way.

The second oracle version made use of the web server's logging file which allowed to detect additional types of faults (e.g., errors caused by missing resource files, etc.).

Versions 3 and 4 also incorporated a consistency check of the database used by Modelio SaaS. Certain actions such as the creation of new users, access the database and could potentially result in erroneous entries. The more powerful database oracle in version 3, requires appropriate actions, that heavily stress the database. Thus, the simulated users should prefer to create / delete / update many records. Version 4 also defined a better test stopping criteria indicating when tests were considered enough.

Figure 3 shows the quality of the different TESTAR's setups, as rated by the trainer on a scale from 0 to 5. The perceived quality increases with each version and eventually reaches a sufficient level in the last one. Although, the trainer is not entirely satisfied with the quality of the testers' action definitions and stopping criteria, this coincides with the difficulties mentioned by the trainees. Overall, the graphic shows a clear increase in sophistication, indicating the ability of the testers to learn how to operate the tool and create more powerful oracles.

**RQ2: How does TESTAR contribute to the effectiveness and efficiency of testing when it is used in real industrial environments and compared to the current testing practices at SOFTEAM?**

To answer the research questions regarding the efficiency and effectiveness of TESTAR, we collected data of the existing manual test suite (TS<sub>soft</sub>), and the test suite generated by the TESTAR tool (TS<sub>testar</sub>) (see Table 3). To obtain data for TS<sub>testar</sub> we used the last of the 4 versions of the setup for TESTAR created during the learning phase. However, the measure ‘time spent on development’ also includes the time necessary to develop the earlier versions in the development time, since these intermediate steps were necessary to build the final setup. To measure the variable values for TS<sub>soft</sub>, we employed Softeam's current manual test suite for which the company has information about man hours dedicated to its development.

TS<sub>soft</sub> consists of a fixed set of 51 hand-crafted test cases, whereas TS<sub>testar</sub> does not comprise specific test cases, but rather generates them as needed. Softeam reported to have spent approximately 40 hours of development time on crafting the manual test cases, which roughly equals the 36 hours that their testers needed to setup TESTAR for the final test (including earlier setup versions).

The testers took about 3 hour to execute all manual test cases, identify the fault and report them. TESTAR simply ran automatically for about 77 hours. Of course they could have decided to perform a shorter run, but since the tool works completely automatic and ran over night, it did not cause any manual labour. The only thing that the testers had to do, in the mornings, consisted of consulting the logs for potential errors, report these. This took about 3.5 hours.

In terms of code coverage, the manual suite outperformed the automatically generated tests. However, the difference of approximately 16% is modest. Manual testing allows the tester to explore forms that might be locked by passwords or execute commands that require specific test input. A way to enable TESTAR to explore the GUI more thoroughly, would be to specify more complex action sets. We consider this as a plausible cause, as the trainer pointed out, that he was not entirely satisfied with the action definitions that the testers designed (see Figure 3).

Considering the amount of seeded faults that have been detected by both suites, the manual tests, unsurprisingly, outperformed those generated by the TESTAR tool. TS<sub>soft</sub> detected 14 of the seeded faults and the testers even found a
previously unknown error. All of the erratic behaviors were reproducible without any problems. TESTAR, on the other hand, detected 11 faults, including the previously unknown one. However, as expected, the tool had problems detecting certain kinds of faults, since it can be hard to define a strong oracle for those. Examples include errors similar to number 16 (Figure 1). Nevertheless, obvious faulty behaviour, which often occurs after introducing new features or even fixing previous bugs, can be detected fully automatically. However, if we look at the severity of the faults that were not found by TESTAR, we can see that 4 have severity Low, 2 have Medium and only one has High severity. On the other hand, the fault that was found by TESTAR and not by the manual test suite has high severity. So, given the low amount of manual labour involved in finding those, the TESTAR tool can be a useful addition to a manual suite and could significantly reduce manual testing time. One definite advantage, that TESTAR has over the manual suite is, that the setup can be replayed arbitrary amount of times, at virtually no cost, e.g. over night, after each new release. The longer the tool runs, the more likely it is to detect new errors. We think that the development of a powerful oracle setup pays of in the long term, since it can be reused and replayed automatically.

Finally, looking at the reproducibility of the faults, sometimes a test triggers a fault that is hard to reproduce through a subsequent run of the faulty sequence. Sometimes the environment is not in the same state as it was during the time the fault was revealed, or the fault is inherently indeterministic. The timing of the tool used for replay can have a major impact. Of the faults reported by the TESTAR tool, around 8% of the faults found were not reproducible. The others could be traced back to the injected faults.

**RQ2: How satisfied are SOFTEAM testers during the installation, configuration and application of the tool when applied in a real testing environment?**

A first source that we used to gain insight into the testers’ mind were reaction cards as defined in [4]. We gave the testers a list of words and asked them to mark the ones, that they associate the most with the TESTAR tool. The words chosen by the two subjects had a positive connotation (such as “Fun”, “Desirable”, “Time-Saving”, “Attractive”, “Motivating”, “Innovative”, “Satisfying”, “Usable”, “Useful” and “Valuable”) coinciding with their overall positive attitude towards the tool and the case study.

During the informal interview, when asked if they would recommend the tool to their peer colleagues: Subject 1 answers positively and would use the following arguments: the TESTAR tool is quite suitable for many types of applications; it can save time, especially in the context of simple and repetitive tests. This allows testers to concentrate on the difficult tests which are hard to automate. Also subject 2 is positive about the tool and wants to add the argument that it is very satisfying to see how easy it is to quickly set up basic crash tests.

On the negative side, both testers agree on the necessity to improve the tool’s documentation: basically improvements related to action definitions and oracle design. Also some installation problems were mentioned.

When asked if they think they can persuade their management to invest in a tool like this, both subjects are a bit less confident. They argue that the benefits of the tool need to be studied during a longer period of time, especially maintenance of the test artefacts would need to be studied in order to make a strong business case and claim Return of Investment to convince the many people in the management layer. However, Subject 2 – being positive by nature – thinks that although in need of strong arguments, convincing management people is not impossible.

Finally, to cross-validate the testers claims, we video taped the testers while responding to the questions, and conducted a face questionnaire as described in [4]. The results of this analysis coincides with the findings from above and is summarized in the Appendix.

### 6. THREATS TO VALIDITY

Construct validity reflects to what extent our operational measures really represent what is investigated according to the research questions. In our case, although the learnability evaluation was based on a four-level strategy [9] that we have used before, some of the threats could not be fully mitigated, at least, for the two first levels (Reaction and Learning). This is because most of the collected data was based on trainee’s responses. However, in order to reduce possible misinterpretations of formulated questions and answers gathered, data analyzed and interpreted by the second author was also validated by the respondents (trainees).

Internal validity is of concern when causal relations are examined. Although learning (level 2) and performance (level 3) criteria are conceptually related [9], this threat was not mitigated because environmental variables of the hands-on learning process could not be monitored. Only working diaries were self-reported by the trainees.

External validity is concerned with to what extent it is possible to generalize the findings, and to what extent the findings are of interest to other people outside the investigated case. Statistical generalization is not possible from a single case study but the obtained results about the learnability of the TESTAR tool need to be evaluated further in different contexts. However, these results could be relevant for other companies like SOFTEAM, whose staff has experience in software testing, but is still very motivated to enhance its actual testing process. Regarding to the system under test (SUT), it was carefully selected by the trainees with the approbation of the rest of the research team (UPVLC) and management staff of SOFTEAM. So, the selected SUT is not only relevant from a technical perspective, but also from an organizational point of view, which facilitated to perform all the case study activities.

Reliability is concerned with to what extent the data and the analysis are dependent on the specific researchers. All the formulated questions were reviewed, in terms of clarity, by other three volunteer colleagues from UPVLC. A detailed protocol was also developed and all data collected was appropriately coded and reviewed by case subjects.

### 7. CONCLUSIONS

We have presented a case study for evaluating TESTAR [3] with real users and real tasks within a realistic environment of testing Modelio Saas of the company SOFTEAM. Although a case study with 2 subjects will never provide general conclusions with statistical significance, the obtained results can be generalized to other testers of Modelio Saas in the testing environment of SOFTEAM [10, 6]. Moreover,
the study was very useful for technology transfer purposes: some remarks during the informal interview indicate that
the tool would not have been evaluated in so much depth if
it would not have been backed up by our case study design.
Also, having only two real subjects available, this study took
a month to complete and hence we overcame the problem of
gaining too much information too late. Finally, we received
valuable feedback on how to evolve the tool and its related
documentation and course materials.

The following were the results of the case study:
1) The SOFTEAM subjects found it very easy to get
started with the tool and to learn how to use the tool’s
default behaviour (i.e. free oracles and random actions)
through the provided user manual, the testers were able to
use the basic functionalities of tool right from the beginning
and liked the friendliness and cleanliness of the environment.
2) Programming more sophisticated oracles customizing the Java protocol raised some problems during the learning
process of the SOFTEAM subjects. The problems were
mainly related to the understanding of the role of oracles
in automated testing. In the end, in pairs and with the
guideance of the trainer, the subjects were capable to pro-
gram the tool in such a way that it detected a fair amount
of injected faults. This gives insight into the training mat-
erial and the user manual that needs to be improved and
concentrate more on giving examples and guidance on more
sophisticated oracles. Also, we might need to research and
develop a wizard that can customize the protocol without
Java programming.
3) The effectiveness and efficiency of the automated tests
generated with TESTAR can definitely compete with that of
the manual tests of SOFTEAM. The subjects felt confident
that if they would invest a bit more time in customizing the
action selection and the oracles, the TESTAR tool would
do as best or even better as their manual test suite w.r.t.
coverage and fault finding capability. This could save them
the manual execution of the test suite in the future.
4) The SOFTEAM subjects found the investment in learn-
ing the TESTAR tool and spending effort in writing Java
code for powerful oracles worthwhile since they were sure
this would pay off the ore the tests are run in an au-
tomated way. They were satisfied with the experience and
were animated to show their peer colleagues. To persuade
management and invest some more in the tool (for example
by doing follow-up studies to research how good the auto-
mated tests can get and how re-usable they are amongst
versions of the SUT) was perceived as difficult. Neverthe-
less, enthusiasm to try was definitely detected.

In summary, despite criticism regarding the documenta-
tion and installation process of the tool, the testers’ reactions
and statements encountered during the interviews and the
face questionnaire, indicate that they were satisfied with the
testing experience. We came to a similar conclusion regard-
ing the tool’s learnability. Although, the trainer reported
certain difficulties with the action set definition, the con-
stant progress and increase of artefact quality during the
case study, points to an ease of learnability. These items
will be improved in future work to enhance the tool.
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APPENDIX

Faces were rated with a scale from 1 to 7 where 1 represented "Not
at all" and 7 represented "Very much".

Would you recommend the tool to your colleagues?

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Could you persuade your management to invest?
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<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
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<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Could you persuade your management to invest?

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
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<tr>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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</table>
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