Decision maps: A framework for multi-criteria decision support under severe uncertainty
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1. Introduction

In complex strategic decision-making situations often decisions among a finite set of feasible alternatives respecting multiple conflicting objectives must be made [3]. Multi-Criteria Decision Analysis (MCDA) supports decision makers in these situations [77], as it allows for a transparent evaluation of alternatives. Yet, the use of MCDA can be problematic when uncertainties are significant [22]. Uncertainties, however, play an important role in most strategic decision-making situations, as information is often imprecise, uncertain or lacking [50]. Decision-making is particularly challenging when severe uncertainties forestalling to judge and quantify the likelihood of relevant events persist [4]. To describe and operationalise a lack of knowledge, this paper adopts the terminology introduced by Knight [41], which is still commonly used in today’s decision theory (e.g., [14,50,57]). The terms risk, uncertainty and ignorance have the following precise meanings:

- In decisions under risk the decision makers know the probability of the possible outcomes.
- In decisions under ignorance these probabilities are either unknown or non-existent.
- Uncertainty is used as a broad term referring to both risk and ignorance. In this thesis, the latter definition is used.

Scenarios offer a possibility to deal with severe uncertainties as they explore fundamentally different descriptions of a situation and its possible developments [65]. Being plausible, consistent and coherent [64], scenarios appeal to decision makers and help in overcoming cognitive biases such as overconfidence or misjudgement of likelihoods [79]. To construct scenarios describing a large and complex decision problem, knowledge and expertise from various domains have to be brought together [50,68].

In this paper a new approach for decision support under heterogeneous types of uncertainty in distributed settings is presented. Decision Maps, a new framework facilitating scenario construction and assessment with MCDA techniques combine Directed Acyclic Graphs (DAGs) used to manage information distribution and processing, and MCDA evaluation structures. Although there are approaches exploiting DAGs for multi-criteria decision support (such as Bayesian Networks [76] and Causal Maps [46,48]) or more general graphs with feedback loops (Fuzzy Cognitive Maps [73,80] or System Dynamics [7,62]), until now there is to our best knowledge no approach exploiting these structures for distributed scenario construction. (For a more detailed discussion on the combination of network structures and MCDA see Section 2.3.) Furthermore, each of these approaches makes use of one and only one paradigm for reasoning under uncertainty. Decision Maps allow for handling multiple of these paradigms at a time according to the information and expertise available. Lastly, although recently a small number of approaches evaluating scenarios with respect to multiple goals have been developed [19,31,33,46], none of these systematically integrates scenario construction and evaluation of alternatives. In our framework, Multi-Attribute Value Theory (MAVT) provides a rationale for constructing decision-relevant scenarios. In this manner, the problem structuring techniques of MAVT are used as a means to structure and manage information processing. This enables reducing information overload of the experts involved in the scenario
construction process and the decision makers, to whom the final results are presented.

In this paper we focus on the (technical) framework for using Decision Maps to support Scenario-Based Multi-Criteria Decision Analysis. Specifically, the topics of heterogeneous information as well as the construction of scenarios that fulfill general requirements enhancing their acceptance (namely, plausibility, coherence and consistency) are addressed, as the scenarios form the foundation for the decision analysis. Furthermore, the management of the number of scenarios under consideration is discussed, as the control of the potential combinatorial explosion is a requirement for practical operationalisation [58]. Scenario management processes that are currently available are often not properly supported by available techniques and tools [1]. Both topics are described using lightweight formalisations. Our approach is illustrated by a small cut-out of a larger case-study under investigation. In this paper, we presume that, for the decision problem at hand the alternatives to choose among, a hierarchical structure of objectives and the preferences with respect to each of the objectives can all be elicited from the responsible decision makers. These assumptions ensure the applicability of MAVT approaches. Additionally, it is assumed that experts establishing the consequences of the application of an alternative are available, ensuring the configuration of information processing work flows [53].

The remainder of this paper is structured as follows: the next section discusses MCDA (focusing on Multi-Attribute Decision Making techniques), scenario-based decision support and problem structuring techniques for representing interdependencies between different variables influencing the decision. Subsequently, our novel Decision Map approach is introduced, and it is shown how decision makers are supported throughout all phases of the decision making process. Section 3 describes the problem structuring phase, i.e., the configuration of Decision Maps in distributed settings ensuring efficient handling of information. Additionally, it is shown that Decision Maps facilitate combining several principles of reasoning under uncertainty. Section 4 treats the assessment of consequences. First, the Decision Map approach is exploited to construct relevant scenarios and a new method for keeping the number of scenarios manageable is introduced. Second, it is shown how the generated scenarios facilitate the evaluation of alternatives by using the MCDA part of the Decision Map. Particularly, we highlight methods to take the robustness of an alternative and the risk aversion of the decision makers into account. Section 5 illustrates the Decision Map approach by means of an emergency management example. The final Section 6 discusses the approach presented, introduces future research directions and draws conclusions.

2. Strategic decision making under uncertainty

This section discusses the most relevant decision support techniques frequently applied to facilitate strategic decision making in complex situations: Multi-Attribute Decision Making, scenario-based decision support and problem structuring techniques for strategic decision making under uncertainty.

### 2.1. Multi-Attribute Decision Making

MCDA is a technique to compare a set of alternatives with respect to multiple objectives. To this end, abstract higher-level goals are expressed in terms of a number of more precise criteria [18,69]. When the decision consists of selecting one out of a finite set of feasible alternatives $A = \{a_1,...,a_k\}$, techniques from Multi-Attribute Decision Making (MADM) can be applied [3]. Multi-Attribute Value Theory (MAVT) is targeted at decision making under uncertainty, where each alternative leads invariably to a specific result. Conversely, Multi-Attribute Utility Theory (MAUT) is suitable for decision making under risk, where each alternative leads to a specific probability distribution of the result.

In both MAVT and MAUT, the decision process starts by structuring the problem as an attribute tree hierarchically ordering the decision makers’ aims at different abstraction levels, cf. Fig. 1. The tree shows how the overall goal is divided into criteria (possibly sub-criteria etc.), until the level of attributes is reached. It is generally assumed that each criterion can be operationalised by a set of measurable attributes allowing for assessing the consequences arising from the implementation of any particular alternative [69]. In the next step preferential information is elicited [76]. The relative importance of criteria in both MAVT and MAUT is captured in weights $w_j$ for each criterion $j$ at each abstraction level $l$. (More precisely, the weights indicate the relative importance of changing the level of performance on the respective objectives from their worst to their best levels [58].)

To compare attributes that are measured on different scales in MAVT, the attribute scores $x_{aj}$ (determined for each alternative $a$ with respect to each attribute $j$) are normalised to values $v_{aj} = v_j(x_{aj})$ (see Fig. 1). The value functions $v_j : R \rightarrow [0,1]$ express how important it is to attain a performance that is close to the optimal possible one. The last step in MAVT is the weighted aggregation of performances to the total performance $z_a$, taking into account the weights $w_j$ at each abstraction level $l$. In this manner, a ranking of alternatives is achieved.

MAUT addresses the problem of uncertain information using probabilistic techniques. The consequence vector for an alternative $a_l$ contains the scores of attributes $j = 1,...,n$: $x_{al} = (x_{a1l},...,x_{anl})$. In MAUT, $x_{al}$ is considered a function of uncertain random factors with known density function $f(x_{al})$. The expected utility of an alternative is $E(u(x_{al})) = \int u(x_{al})f(x_{al})$, where $u(x_{al})$ is a utility function reflecting the decision makers’ risk preferences [39]. It can be problematic to model the uncertainties on the attributes in this manner: first, the use of probabilistic methods can hamper the acceptance, as it may lead to counter-intuitive results [38]. Second, constructive independence assumptions on the attributes [3] need to be fulfilled. Third, the elicitation of utility functions and the deduction of adequate distributions can be problematic, particularly if not only aleatory but also epistemic uncertainties prevail [3,11,35]. Lastly, when the decisions to be made concern rare events with low probability and important consequences, the use of expected values as a basis for the decision is contestable [44,79].

Another approach allowing for considering uncertainties is sensitivity analysis [61]. Sensitivity analyses varying the input parameters used for an initial result are usually applied ex post. Generally, these are targeted at testing robustness rather than exploring fundamentally different developments of a situation. Whilst standard sensitivity analyses vary only one parameter, there are approaches analysing the effects of simultaneous variations of multiple parameters using sampling techniques (e.g., Monte-Carlo methods [9]).

---

Fig. 1. Attribute tree: measurable attributes in gradient boxes, criteria and overall goal in white boxes. Dependence of attributes on the alternatives (represented as diamonds) is shown by dashed lines.
Although these methods have linear complexity, simulations become computationally expensive when the models themselves become increasingly complex [50], which is problematic when time is limited. Lastly, like most probabilistic methods the running of Monte-Carlo simulations is data-intensive. Consequently, these simulations usually cannot produce results unless a considerable body of empirical information has been collected, or unless the analyst is willing to make several assumptions in the place of such empirical information [24].

2.2. Scenario-based decision support

Scenarios are purposeful stories about a situation and how it could unfold over time in its contextual environment containing all elements relevant for a decision [79]. In this way, using scenarios enables taking into account not merely local perturbations but also profound changes of the system under scrutiny. Furthermore, scenarios help in overcoming cognitive biases such as overconfidence and facilitate the integration of fundamental risks with large impact but low likelihood into the decision making process [65]. Additionally, scenarios offer the possibility to consider and discuss several possible situation developments and facilitate conflict management between diverging preferences and value judgements by helping finding common ground for future action [75].

Whilst there are different approaches to constructing and using scenarios, we focus on systematic aspects of scenario planning and analysis [75], adopting the concept of “scenario” as used in combinatorial scenarios [50] and Formative Scenario Analysis [66], where a scenario describes the state of a system and its development by means of a set of impact variables.

Important requirements for a scenario’s acceptance are [64,79]:

- Plausibility: the scenario does not go beyond the realm of possibility.
- Coherence: causal links explaining why a scenario arises are made explicit (particularly important in case a scenario seems to be unlikely).
- Consistency: the scenario is unambiguous (particularly, there are no conflicts between the states of any sets of variables within one scenario).

Scenarios have been recommended as a tool to complement decision analysis as they are designed to challenge decision makers’ perceptions of the future [78]. Recently few approaches evaluating scenarios with respect to multiple goals have been developed [19,33,46,59]. Yet, none of them systematically integrates scenario construction and evaluation of alternatives.

2.3. Problem structuring for strategic decision making under uncertainty

A number of problem structuring techniques representing explicitly relations between impact variables (termed “variables” in the following) have been developed. A common feature of these techniques is the representation of the problem as a network, depicting variables as nodes and the relations between them as arcs. Each of the techniques that are briefly discussed in this section relies on one unique principle for reasoning under uncertainty.

First, consider the nature of the interdependence relations: two events \( x_1 = A \) and \( x_2 = B \) are statistically related if the probability of their joint occurrence \( P(A \cap B) \) does not equal the product of their individual probabilities \( P(A) \cdot P(B) \), [63]. Thus, if \( A \) is statistically related to \( B \), then \( B \) is equally related to \( A \). Therefore, statistical relations are symmetric. Contrarily, in decision making it is important to display cause–effect relations, as the decision makers need to know the impact of manipulating certain factors (by implementing an alternative) [43]. That is why displaying the relations between causes and effects as a network of directed arcs helps decision makers in evaluating alternatives [23].

Bayesian Networks describe interactions between variables in terms of (conditional) probability distributions [54]. The underlying probability judgements can only be made precisely if accurate data and models are available. When decisions on large and complex problems need to be made, however, there is usually not one self-contained model covering the necessary domain knowledge for all eventualities [21], and the quality of the available data is heterogeneous [56]. Additionally, in strategic decision making the time is rather long until the impact of a decision can be observed, and the complex interdependencies between all relevant factors make it difficult to attribute a consequence clearly to a decision made. Thus, the aforementioned conditions for accurate probability judgements are violated. Last, there are the problems of cognitive biases in the elicitation of probabilities (e.g., overconfidence in the quality of judgements, [26]) as well as in the understanding and interpretation of the possibly counter-intuitive results [5,72].

Cognitive or Causal Maps are discursive problem structuring techniques representing variables in a network of causes and effects. These techniques are suitable in situations, when the dependencies of variables can only be valued qualitatively, e.g., by labels indicating the direction of influence (usually, + or –). If more information about the type and strength of influence is available, a finer graduation of labels can be chosen. Alternatively, fuzzy membership functions can be used to model the relations leading to Fuzzy Causal Maps [55]. The influence of the variables on each other (particularly, on a set of goal variables) can, for Causal Maps, be modelled by causal inference mechanisms [49], defining partial and total effects on and of the variable on a path through the network. To calculate the partial and total effects, different operators have been discussed in [47]. For Fuzzy Causal Maps whose structure includes feedback loops, temporal aspects play a crucial role: given a set of initial values for each node within the Map (captured a state vector \( sv(0) \)), the development of the system’s state is assessed by combining an incidence matrix \( W \) (weighted with the causal links’ strengths) with a fuzzy transformation \( F \). The system’s state at a time \( t + 1 \) is then derived from its state at \( t \) by setting \( sv(t + 1) = F(sv(t) \cdot W) \) [42,55,80].

For each type of network, the respective inference mechanisms (be it conditional distributions for Bayesian Networks, influence weights and causal inference operators for Causal Maps or weights and fuzzy transformations for Fuzzy Causal Maps) need to be defined a priori requiring extensive discussion and time [12,34,40]. As a consequence, they are mainly applied in strategic decision making [48,67]. Whilst time-consuming discursive approaches elicit experts’ knowledge each time a problem needs to be solved, automated expert systems standardise the results elicited in a knowledge-base [32,71]. By excluding human experts from the problem-solving process, autonomous expert systems provide results much faster than discursive techniques. However, these systems require a comprehensive knowledge-base covering all aspects of the tasks being performed [21]. This is infeasible in complex problems in a changing environment, as there will always be some relevant aspects that newly appear and/or have not (yet) been included [25].

Bayesian Networks, Causal and Fuzzy Causal Maps allow for modelling uncertainty by a single reasoning principle. In large and complex problems, however, information of diverse types typically coexists [20,56]. For some information, sufficiently rich statistics or accurate expert judgements may be available allowing for the deduction of conditional probability distributions and thus, the construction of Bayesian Networks. For other variables there may be vague and imprecise specifications, which can be represented by fuzzy sets. Yet in other cases, information may be sparser or even lacking.

The Decision Map approach presented in this paper facilitates distributed reasoning. Therefore, it allows for partitioning the overall decision problem into a set of sub-problems. For each sub-problem, the reasoning principles applied can be chosen by the responsible
experts according to the information (and time for further assessments) available, cf. Section 3.2 for a more detailed description on how Decision Maps can be used to handle heterogeneous types of information.

### 3. Problem structuring using Decision Maps

This section describes how the decision problem can be structured using Decision Maps broadening the basis of the decision support system by merging the Multi-Attribute Decision Making (MADM) attribute tree with a Directed Acyclic Graph (DAG) describing the problem on behalf of different interlinked relevant variables. A variable is deemed relevant when it can have a measurable impact on at least one attribute. DAGs are particularly suitable to represent cause–effect-chains [28]. Therefore, we refer to DAGs (representing the experts' knowledge about the interdependence of variables) as Causal Maps following, e.g., [28,29,46]. Whilst sometimes, causal models are referred to as mental models of the decision makers and experts involved [10] or as a means to calculate the impact of an alternative on a set of attributes [47,49], our approach uses Causal Maps as a means to structure the flow of information, proceeding from causes to effects.

#### 3.1. The configuration of Decision Maps

Each Decision Map consists of two parts: a Causal Map (CM) and an attribute tree (AT). The CM allows for efficiently processing information relevant for the decision at hand. The AT enables an assessment of the CM's results respecting multiple goals and the decision makers' preferences.

If the CM can be elicited directly from decision makers (i.e., when there is enough time to bring all involved actors together), this step can be integrated into the MCDA problem structuring phase (for a detailed discussion of the elicitation of CMs from expert groups see, e.g., [3,23]). If restrictions defy discursive approaches, we propose following a distributed procedure. Distributed approaches are particularly useful when a large and complex problem can be segmented into sub-problems, each of which can be solved by specialised experts (human or automated systems) working exclusively on their limited sub-problem [8]. Directed acyclic graphs, such as CMs, are suitable for representing such distributed problem-solving frameworks, as they allow for representing each expert's knowledge locally [51].

To configure the CM a distributed approach based on the resolution of task dependencies is used. The experts' (reasoning) capabilities are elicited a priori in terms of tasks or service(s) they can perform, information they can provide thereby and information each service requires. This reflects that an expert's output may rely on input he cannot determine autonomously. The system connects experts via software agents that are an interface between the expert (human or automated) and the service-based discovery architecture [53]. We make the assumption that experts refer implicitly (in the case of humans) or explicitly (in the case of automated systems) to a local causal model that allows them providing their service, their reasoning processes are represented as local CMs.

The expert actually providing information about the state of a certain variable is identified in a negotiation process ensuring that the best expertise available within a limited time is used [53]. These experts are connected via software agents. To handle trade-offs between quality of output (in terms of accuracy and level of aggregation) and time required to perform a service, the experts are allowed to qualify the need for the information in qualitative terms (e.g., imperative, interesting). This helps to identify information that must be taken into account even when time is critical.

The configuration of the global CM starts by identifying experts capable of determining the attributes' states. Referring to their local CMs, these experts specify the information their service depends on. Fig. 2 shows an example. Successively, the experts are connected in a CM by connecting all local CMs [17]. On the whole, the CM integrates expert knowledge and automated systems into a distributed information processing framework that allows for determining the attributes' values.

After the problem structuring phase, the Decision Map is attained, cf. Fig. 3. The connection between both parts of the Decision Map is made via the attributes, which are part of both the CM and the AT. The CM displaying cause–effect chains is presumed to be chronologically ordered: let i and j be two nodes. If \( i \rightarrow j \), then the state \( x_i \) of i influences the state \( x_j \) of j. This implies that \( x_i \) at time \( t \) influences \( x_j \) at \( t + \Delta \), where \( \Delta > 0 \). The temporal structure of the CM allows for the elimination of loops [51]. This is important if the scenarios constructed stretch far into the future and feedback between the variables has to be taken into account. For the AT, the linear structure is ensured by the hierarchical order of the tree showing the operationalisation of higher level goals by means of lower level criteria. Choosing the time steps appropriately, the structure of the entire Decision Map can therefore always be represented as a DAG. This structure facilitates distributed or local computation of (intermediate) results. This is particularly important for those parts of the Decision Map that are solved by automated systems or are solved using standardised inference mechanisms (e.g., Bayesian Networks being sub-graphs of the Decision Map).

#### 3.2. Principles of reasoning under uncertainty in the Decision Map

The next step is the analysis of the information available and a description of the appropriate principles for handling uncertainty. We distinguish four types according to the level of (un-)certainty: deterministic, probabilistic, fuzzy and limiting. Accordingly, we distinguish the following node classes depending on the principles used to determine the state \( x_i \) of a node j given the states of all direct predecessor nodes \( i \in \Psi(j) \):

- **Deterministic (D):** \( x_i \) can be determined uniquely, with possibly small (local) perturbations.
- **Probabilistic or Bayesian (B):** a (conditional) probability distribution for \( x_i \) can be derived.
- **Fuzzy (F):** information on \( x_i \) is vague and imprecise, but can be captured using fuzzy methods.
- **Limiting (L):** \( x_i \) is limited to \( I_j \subset l_j \), where \( l_j \) is the image set of j.

Each of the nodes in the CM is assigned uniquely to one of the classes B, D, For L. For deterministic nodes one unique state is derived. For all other nodes a set of possible states arises. Although for each node in B, F or L the support (roughly speaking, the set of possible values) can be continuous or crisp, it is useful to distinguish these sets, as the underlying paradigms of reasoning differ considerably: probabilistic methods are suitable for aleatory uncertainties; the underlying information may rely on measurements and observations or be based on expert judgements [52]. Fuzzy nodes allow taking into account uncertainties that arise from the imprecision and vagueness of linguistic descriptions [55]. Nodes for which the likelihood of possible states cannot be quantified can be found in L. That means, if there is ignorance about the likelihood of a node j’s state, no arbitrary assumptions are made. Particularly, we do not assume that the variable’s possible states are equally likely (i.e., uniformly distributed). Note that we do not propose jumbling the principles and underlying paradigms. The distributed approach applied here divides the problem into sub-problems that are handled independently or consecutively. This facilitates the application of different principles for dealing with uncertainty as well as the flexible adaptation of the reasoning methods to the information at hand and the time available.
Whilst the nodes are mapped to the aforementioned classes, the processing of information is not standardised: each expert is free to choose the algorithms, heuristics, and best practices that fit best. This allows for flexible reaction to the problem at hand, which is of great importance in dynamic and hardly predictable situations.

4. Distributed scenario construction

In this section, a novel approach for constructing scenarios in a distributed manner taking into account bounded availability of experts is presented. This approach makes use of straightforward set and graph theory allowing for capturing precisely interdependency relations and thus to analyse the plausibility, coherence and consistency of scenarios. Furthermore, this approach serves as a means to manage the number of scenarios arising (see Section 4.2).

4.1. Scenario construction

The Decision Map configured for each alternative $a_i \in A = \{a_1, \ldots, a_n\}$ as described in the previous section is now used to construct a set of scenarios $S(a_i)$ assessing the consequences of implementing $a_i$. (The structure of the CM can change for the evaluation of different alternatives, as the alternatives may influence different aspects of the environment. Yet, as the work flows are determined dynamically, each CM is complete in itself.)

For each $a_i \in A$ the CM-part of the Decision Map is initialised by determining the states of the independent nodes. A node $j$ is independent from all other nodes, when the set of its predecessors $\Psi_l = \emptyset$ (cf. black nodes in Fig. 4). For all independent nodes $i^{\text{ind}}$, the responsible experts determine autonomously one or more states $x_{l}^{j, \text{ind}}$ depending on the quality and accessibility of information as well as on the time available.

After the initialisation, scenarios are developed iteratively: let $S_{\Psi(j)}$ be a partial scenario consisting of instantiations of all nodes in $\Psi(j)$, e.g., $S_{\Psi(j)} = \{i_1 = x_1^{j}, \ldots, i_n = x_n^{j}\}$ for $|\Psi(j)| = n$ with $\eta \in \{1, \ldots, N\}$, where $N$ is the number of partial scenarios. Let $\Psi(j)$ be the set of direct predecessors of $j$. Graphically there is an arc from $i$ to $j$ for all $i \in \Psi$ (see Fig. 4). The expert responsible for determining $j$ is provided $S_{\Psi(j)} = \bigcup_{k \in \Psi(j)} \{k = x_k\}$.

Given $S_{\Psi(j)}$, the responsible expert determines the possible states of $j$: $x_{l}^{j, 1}, \ldots, x_{l}^{j, \lambda}$, cf. Fig. 5. The new partial scenario $S_{\Psi(j)}^{\text{mu}}$ arises by merging $S_{\Psi(j)}$ with the possible states of $j$: $S_{\Psi(j)}^{\text{mu}} = \bigcup_{\mu \in \Psi(j)} \{i = x_{\lambda}\}$. Thus, uncertainty is reflected in a multiplicity of states, and each of the previous instantiations of the CM splits in a number of partial scenarios.

The scenario construction is completed when each variable in the CM was assessed and is assigned at least one state. The set of scenarios $\Sigma$ can be understood as a way of expressing uncertainty in a set of relevant states for each variable, where each scenario contains a concerted set of states.

This scenario construction approach ensures that all information necessary to determine a variable’s state is provided to the responsible expert, as all direct dependencies are taken into account. The risk of information overload is reduced by avoiding redundant or irrelevant information that was not judged necessary by the expert. Regarding the requirements for scenario acceptance, coherence is ensured as interdependencies are represented in the Decision Map. Consistency is ensured as values from different scenarios are not mixed. The scenario construction method guarantees that values within a scenario are kept consistent as far as possible given the information and expertise available. First, all direct interdependencies are explicitly considered. Second, indirect interdependencies are integrated by conditioning each node’s state on the state of its (direct) predecessors. Finally, the plausibility of the scenarios depends on the experts available given
time constraints and on the credibility of their judgements. Advanced negotiation protocols ensure that the best available expertise is identified ensuring that the scenarios’ plausibility is as good as possible.

4.2. Controlling the number of scenarios

The use of scenarios varies widely because of a lack of a generally accepted principle for scenario management [1]. Whilst the few existing approaches to scenario management focus on the evaluation of (complete) scenarios after their construction [1,2,36, e.g.,], this paper presents an approach that allows for local scenario management. This approach uses the capabilities of the (local) experts to define the number of scenarios to be passed on.

In case a variable $j$ is deterministic, $x_j$ is unique and the (partial) scenario $S^m_j = S^u_j = S^{\eta_j} \cup x_j$ follows immediately. For uncertain variables $j \in B \cup F \cup U =: \Omega$, a set of possible values $X_j$ arises. To avoid combinatorial explosion along with information overload or high workload, the number of states that are passed on must be controlled.

To this end, for each uncertain node $j$ a subset $[x^\alpha_j, x^\beta_j] \subseteq X_j$ of values that are judged the most relevant is selected as a basis continuing scenario construction.

The choice of the maximum number of states to be passed on, $\lambda_j$, is a compromise between uncertainty and ambiguity. To determine $\lambda_j$, we propose a distributed procedure asking each expert determining one of the state(s) $\Theta(j)$ to indicate the number of states of $j$ he can process within a given time $t$, $\lambda^j_j = \lambda^j_j(t)$. To facilitate this process, each expert should consider the total number of partial scenarios, he needs to consider: if for a node $k \in \Theta(j)$: $| \{ \lambda_j \in \Psi(k) \cap U \} | = : u_k > 1$, then an upper bound for the number of partial scenarios to be processed in $n$ is $n_k = \sum_l \lambda^j_l$. A naïve way to determine $\lambda_j$ from $n_k$ is choosing equal values, i.e., $\lambda_j := b \cdot \lambda_k$, where $b$ is the maximum number of scenarios that can be processed given the time constraints to be respected. As this approach does not reflect the importance of considering a multiplicity of scenarios for a variable $j$, ideally, each expert should take into account the impact that a change of the state of a node $j \in \Psi(k) \cap U$ will have on his output. If the state of $\kappa$ is sensitive to changes in $j$, $\lambda_j$ should be larger than in case of robust results, as in the first case small perturbations in $j$ result in significant changes in $\kappa$. Possibly, the experts can also specify directions of sensitivity (e.g., sensitive to increase, but robust for decrease). For automated systems, this assessment can be done via sensitivity analyses. Human experts can also use qualitative assessments based on their experience (e.g., “robust” or “sensitive”). Finally, $\lambda_j = \min_k \{ \lambda_j \}$.

If for a node $j$ the number of possible states $|X_j| > \lambda_j$, a mechanism for selecting the most relevant states must be implemented. This mechanism should ensure that the set of partial scenarios $\cup \Theta^m_j$ covers a broad variety of possible developments and contains the most likely ones. $\lambda_j$ is an upper limit, and each expert is free to provide $\lambda_j < \lambda_j$ assessments, if he/she feels that these reflect sufficiently the variety of possible developments. Still, it is useful to develop some general guidelines that can be implemented easily for the involved automated systems. These guidelines ensure the consistency of the selection and can be adapted to the decision makers’ requirements (e.g., the minimum required likelihood of each piece of information). The selection of the most relevant states follows a procedure that varies with the principle for reasoning under uncertainty. For all cases discussed below assume that $\lambda_j \geq 3$.

If $j \in B$, $x^\alpha_j - x^\beta_j$ is determined using quantiles $x^\alpha_n$ and $x^\beta_n$ that correspond to the $\alpha_n$- and $\beta_n$-quantiles. The probability that a scenario generates a score that is lower than $x^\alpha_n$ ($l = 1, \ldots, L$) (higher than $x^\beta_n$, ($m = 1, \ldots, M$, where $L + M = \lambda_j$) is smaller or equal than $\alpha_n$ (1 - $\beta_m$).

The choice of $\alpha_n$ and $\beta_m$ – particularly for the extreme states $x^\alpha$ and $x^\beta$ – depends on the minimum acceptable likelihood: as it is advised not to restrict too much the possible scenarios by likelihood considerations [65], $\alpha_n$ and $\beta_m$ should be chosen such that they are as close to 0 resp. 1 as acceptable for the decision makers. In addition, the $\lambda_j$ - ($L + M$) most probable state(s) are selected, e.g., for $\lambda_j = (L + M)$ = 1 one selects $x^{\max} = \arg\max \ p(x)$, where $p(x)$ is the (conditional) probability distribution for node $j$, see Fig. 6. If $x^{\max}$ is not unique, the state closest to the mean is selected.

If $j \in F$, a similar approach making use of the underlying fuzzy membership function $\mu_j$ characterising the state $x_j$ is implemented. The decision makers define a threshold of minimal acceptable membership $\gamma_j^{\min}$. Analogue to the probabilistic case, the extreme
states $x^M_i$ and $x^L_i$ can be derived as $x^M_i = \inf \{x: \mu(x) \geq \eta_i^{\min}\}$ and $x^L_i = \sup \{x: \mu(x) \geq \eta_i^{\min}\}$. For exploring a broader set of states, further thresholds $\gamma_{i0}, \ldots, \gamma_{iN}$ and $\gamma_{L0}, \ldots, \gamma_{LM}$ (where $M + L < \lambda_i$) can be used. Additionally, the mean of the scores with maximum membership is used. If $\lambda_i - (M + L) > 1$, further states with $\mu(x_i) = 1$ can be passed on.

For $j \in L$, the extreme scores (i.e., $\inf (I_j)$ and $\sup (I_j)$) as well the score closest to the median can be selected. Alternatively, if the experts providing the state(s) of $j$ are human, they can be asked to select the score which seems most likely to them. If $\lambda_j = 3$ further scores with equal distances to the extreme and medium scores can be chosen.

Using these scores determined and presented as described above, new (plausible and consistent) partial scenarios $S^{1,\ldots,N}_j$ are generated respecting the processing capacity of each expert and constraints in time. Successively, a set of scenarios $S(a_i)$ for each alternative $a_i \in A$ is created.

4.3. Evaluation of decision alternatives

To evaluate the alternatives the attribute tree (AT) part of the Decision Map is used. In the simplest case all nodes are deterministic and just one scenario $S(a_i)$ and one corresponding set of attribute scores for each alternative $a_i \in A$ is derived. Hence, standard MAVT can be applied [3]. If there are uncertain nodes, however, a set of scenarios $\Sigma(a_i)$ is created $\forall a_i \in A$. The complete set of created scenarios is denoted $\Sigma = \bigcup_{i=1}^{N} \Sigma(a_i)$. Each scenario $S \subseteq \Sigma$ is evaluated using the AT and the elicited preferences, resulting in a performance $p(S)$ [3].

As the maximum number of scenarios manageable for (human) decision makers is considered seven [45], in all cases with more than seven scenarios the need for reducing the number of presented scenarios arises. This can be achieved either by selection or aggregation of scenario results.

When presenting individual scenarios to the decision makers, we propose an approach for scenario selection founded on the evaluation of results: for each set $S(a_i)$, the scenarios with the worst, the best and the performance closest to the median ($S(a_i)^m$, $S(a_i)^b$ and $S(a_i)^m$, respectively) are presented to the decision makers in detail. Thus, the decision makers’ preferences are taken into account explicitly.

This approach does neither refer to an intuitive definition of pessimistic or optimistic cases (as often done in scenario planning [64]) nor require measuring the dissimilarity or distance between scenarios by the difference in the states of the variables as in formative scenario analysis [66]. It allows for making the spread of evaluations according to the decision makers’ preferences as well as the worst-case performance for each alternative easily visible. In this manner, our approach supports decision makers in choosing an alternative whose total performance (or performance in selected criteria) does not fall below a certain threshold $\tau$ for all scenarios for which the minimum likelihood requirements of all states are kept (cf. Section 4.2). $\tau$ reflects the minimal required performance. To determine the threshold (or aspiration level) $\tau$, different methods have been suggested (e.g., benchmarking [30], iterative approaches [13]). Thus, the Decision Map approach facilitates robust decision making, in the sense that it supports making a decision that performs on average sufficiently well for a set of scenarios [4,58], or that guarantees that a minimum performance is reached for all scenarios [74].

To base the decision not only on reflections about individual scenarios, but on the totality of scenarios created, the presentation of individual scenarios is complemented by a further MAVT step aggregating the results. To this purpose, weights $w(S_i(a_i))$ reflecting the relative importance of each scenario $S_i(a_i) \in S(a_i)$ are elicited. For the meaning and interpretation of scenario importance weights see [22,70]. To determine the weights, e.g., the deviation of the total performance or the performance in some criteria in $S_i(a_i)$ from predefined goals for these performances can be used [15]. Note that the weights elicited in this manner represent the importance of considering a scenario regardless of its likelihood. The weights are normalised such that $\sum_{i=1}^{N} w_i = 1$, where $m_a = |\Sigma(a_i)|$. Then, for each alternative $a_i$, the performances of all scenarios $p(S_i(a_i))$ are aggregated by $p(a_i) = \sum_{i=1}^{N} w_i p(S_i(a_i))$.

The aggregation of results can help in avoiding assigning importance exclusively to scenarios that are easy to imagine (bias of imaginability) or similar to cases which were already experienced by the decision makers (bias of representativeness) [72]. Furthermore, the discussion and consensus building about the scenario weights makes the underlying preferences and value judgements explicit. Thereby, biases like the certainty effect (a sharp discrepancy between the weights that are attached to sure gains and to highly probable gains in the evaluation of prospects) and loss aversion (the emphasis of potential losses and disadvantages compared to gains and advantages) [37] can be exposed and taken into account.

5. Emergency management example

This section illustrates the Decision Map approach by means of an example from the field of strategic emergency management. In this domain common characteristics include [6,27,79]:

- a finite set of feasible alternatives to choose from,
- multiple goals, which are often conflicting,
- multiple, often locally dispersed decision makers, experts and stakeholders involved, each of which has different knowledge, skills, competences and preferences,
- information of heterogeneous type, quality and uncertainty,
- constrained time for the decision-making and bounded availability of experts and decision makers, but no real-time or ad-hoc decision making,
- the need for transparency, comprehensibility and documentation, to enhance acceptance and compliance.

In strategic emergency management the need for distributed, timely, coherent and effective decision support as offered by the Decision Map approach arises. The example described below is deliberately kept small to allow for a clear exploration of our approach by highlighting its main features. It has been extracted from an ample use case that has been investigated with decision makers from emergency management authorities.

5.1. Situation description

A freight train is derailed causing the leakage of chlorine from a ruptured tank wagon. A responder unit specialised in dealing with hazardous material covers the rupture, thereby temporarily stabilising the situation. The chlorine must be transferred to a transportation tank to resolve the situation permanently. This transfer is fraught with the risk of a further leakage threatening the population in the downwind area. A decision on the preventive measure to be applied must be made: evacuation of downwind areas or sheltering in house.

5.2. The configuration of the Decision Map

To structure the decision problem an AT has been elicited from potentially involved decision makers. This tree includes the criteria Health, Effort and Impact on Society, which are broken down into 39 attributes. To illustrate our approach, we focus on health topics and show how the scores for the attribute Number of ill in hospital exposed are derived.

First the (best) expert available and able to provide information about the number of ill in hospitals exposed is identified. This expert indicates that he needs information on the alternative implemented. As it is assumed that Evacuation takes place before a potential plume reaches the hospital, for Evacuation the CM configuration is finished (cf. Table 1, left side). In this example, the structure of the CM depends on the alternatives implemented, as for alternative Sheltering further
information on the hospitals (potentially) exposed is needed (represented in Table 1, left side, as a further link). Here, exposure is understood as exceeding of a threshold concentration. Continuing this process iteratively, the CM expands until all independent nodes (represented as black ovals) are reached.

5.3. Scenario construction

After the CM configuration, scenarios can be constructed by processing information following the links established. First, the scores for the independent nodes are determined by the experts. For the evaluation of Evacuation it is assumed that the hospital will be evacuated completely before the chlorine transfer starts. Therefore, the Number of ill in hospital exposed is set to 0. For Sheltering a number of scenarios arise: the first source of uncertainty is uncertainty about the success of the transfer as expressed by the local expert. The variable Success of transfer is a binary ∈ {L}, generating two different sets of scenarios. If Success of transfer is 1 (i.e., no chlorine is released), there is no hospital exposed and the Number of ill in hospital exposed is again set to 0. For the scenarios assuming that chlorine is set free, the full CM needs to be considered. The expert determining the Amount of chemical in vessel states that there is still a considerable amount of the chemical in the tank, which has a volume of 100 m³. Apparently, this node belongs to F. Here, the amount of chlorine left is modelled as a trapezoidal fuzzy number, cf. Fig. 7. As the expert estimating the source term for chlorine release, which is the only successor of the node Amount of chemical in vessel, specified that he can process up to three possible values for the amount of chlorine, and as the threshold γ of minimum required membership was set to 0.8, the states passed on are $x_1^L = 62$ m$^3$, $x_2^L = 72.5$ m$^3$ and $x_3^L = 82$ m$^3$ (see Fig. 7). Similarly, one proceeds to assess the potential leak sizes. Assume that two possible leak sizes are passed on to the expert estimating the source term, who needs to consider each of the six possible combinations of amount of chlorine and leak size.

For the weather conditions, particularly for the wind direction, probabilistic techniques can be applied[60]. Three possible meteorological conditions are passed on. Then, the six source terms estimated as well as the three meteorological conditions are then used by a (deterministic) atmospheric dispersion model to predict the according plume shapes.

The number of states passed on does not necessarily increase by following the CM, as only decision-relevant information is processed. Whilst the number of plume shapes may be large, here, only one hospital is situated in the vicinity of the incident. That is why the number of possible states for Hospitals exposed is only two.

5.4. Evaluation of decision alternatives

When the CM is fully assessed for all alternatives with respect to each attribute, an evaluation of each scenario is performed. Then, scenario weights reflecting the importance of each scenario are elicited. In this example, equal weights for the scenarios of each decision alternative were used. This results in a higher total performance for Sheltering (0.66 vs. 0.59 for Evacuation). In addition to these results, the decision makers are provided with stacked bar charts showing the performance of the worst, medium and best scenarios for both decision alternatives (see Fig. 8). This chart facilitates the assessment of robustness, as it shows that the worst scenario for alternative evacuation results in a much better performance than the worst-case scenario for sheltering. A sensitivity analysis, where the scenario weights are varied, provides further support for the decision makers[16].

6. Discussion and conclusion

We described a framework for decision support respecting multiple goals in complex situations susceptible to severe uncertainty, where the decision consists in choosing one out of a small set of

Table 1
Matrix showing CMs for determining Number of ill in hospital exposed for Evacuation and Sheltering. Left side: configuration, arcs represent connection of expertise. Right side: resulting CM, arcs represent flow of information during scenario construction phase.

<table>
<thead>
<tr>
<th>Evac.</th>
<th>Shelter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Configuration</strong></td>
<td><strong>Resulting CM</strong></td>
</tr>
<tr>
<td>Amount of chemical in tank</td>
<td>Amount of chemical in tank</td>
</tr>
<tr>
<td>Type of chemical in tank</td>
<td>Type of chemical in tank</td>
</tr>
<tr>
<td>Leak size</td>
<td>Leak size</td>
</tr>
<tr>
<td>Source term</td>
<td>Source term</td>
</tr>
<tr>
<td>Area affected</td>
<td>Area affected</td>
</tr>
<tr>
<td>Wind conditions</td>
<td>Wind conditions</td>
</tr>
<tr>
<td>Hospital exposed</td>
<td>Hospital exposed</td>
</tr>
<tr>
<td>Number of ill in hospital exposed</td>
<td>Number of ill in hospital exposed</td>
</tr>
</tbody>
</table>

Fig. 7. Fuzzy membership function modelling “considerable amount of chemical left in the tank” as a trapezoidal fuzzy number.
feasible alternatives. Multi-Attribute Value Theory (MAVT) provides the underlying evaluation principles to facilitate the consideration of trade-offs and the decision makers’ preferences. To consider uncertainties in a transparent and easily understandable way, descriptions of different possible future developments of the situation (i.e., scenarios) are used. The integration of Causal Maps (CM) and ATs to Decision Maps enables distributed scenario construction taking into account the uncertainties that arise during the determination of attribute scores.

Contrarily to other approaches for evaluating scenarios with MCDA techniques [19,33,46,59], our approach systematically integrates scenario construction and evaluation of alternatives. In this way, MAVT is used as a rationale for processing and filtering information during the scenario construction phase. Additionally, the distributed approach enables using different techniques for reasoning under uncertainty that fit best the actual situation and the information available. Thus, the decision map does not require any standardisation of reasoning principles (as, e.g., needed for the construction of Bayesian Networks, Causal Maps or Fuzzy Cognitive Maps) but can be adapted flexibly to the problem at hand.

6.1. Distributed scenario construction

The Decision Map approach for scenario construction can be positioned in between discursive scenario-based decision support, which require face-to-face meetings [65,66], and expert systems, which solve decision problems autonomously by using a model of the domain [21]. Our approach is particularly suitable for large and complex decision problems where expertise from several domains has to be brought together, but time and availability of experts is bounded. Additionally, our approach supports decision makers in varying environments, or when it is necessary to consider rare events. In these cases, the use of automated systems, which require a vast continuously updated knowledge base covering all eventualities [21], is problematic.

To ensure that the information processed is relevant, it is necessary that the experts are able to specify the type of service they can provide (including information on the type and format of output) as well as the type of information necessary to provide this service. Whilst for automated systems, this tantamounts just to the declaration of input and output, for human experts it is necessary to ensure that they comply to these specifications.

The basis for decision making in our approach is a set of scenarios for each alternative. Requirements for the scenarios’ acceptance are their plausibility, coherence, and consistency, which have to be ensured by the experts. Assuming that the experts are able to specify their services in terms of input and output variables (represented as local CM), each scenario arising is coherent, as the global CM explicitly represents interdependencies. Concerning the plausibility, our approach assumes that each expert provides information to the best of his knowledge given potential constraints regarding the information and time available. By keeping track of the expertise used within the scenario construction (i.e., logging who provided the information on each node), it is possible to qualify the plausibility of the scenarios by the expertise used. For the consistency similar considerations hold: first, we assume that each expert is capable of specifying the factors that have an impact on his assessment. Second, we presume that the output of an expert fits to the input he used. In this manner, both plausibility and consistency depend on the experts contributing to the system.

6.2. Timeframe

Concerning the issue of time, all steps within the Decision Map approach need to be considered. The problem structuring phase encompasses the elicitation of the AT and the configuration of the CM. If the situation at hand allows for some degree of standardisation of its evaluation (e.g., when the goals of the decision makers remain essentially unaffected for a certain class of decision problems), it is possible to use AT templates (that can be refined if necessary). Additionally, if the situation at hand follows certain patterns and the input and output each expert potentially contributing to the scenario construction provides can be defined a priori, the configuration of the CM can be accelerated. Contrarily, if the decision problem is unique or if there is disagreement on the evaluation principles and preferences within the attribute tree and discussion is required to build a consensus, more time needs to be reserved for the problem structuring phase as well as for a potential analysis of results.

The maximum number of scenarios constructed depends on the number of nodes in the CM and on the number of scores for each node. If the CM has n nodes, and each node is assigned at most λj scores, an upper bound for the magnitude of the set of created scenarios S is \( \prod_{j=1}^{n} \lambda_j \). It is each expert’s responsibility to define the number of pieces of information for each of the input variables he uses that he can handle within a given time. This approach allows for allocating a time \( \tau_j \) to each expert functioning as a node \( j \) in the CM. By weighing each arc \((j,k)\) from \( j \) to one of its successors \( k \in \Theta(j) \), an upper bound for the time of scenario construction for each alternative corresponds to the length of the longest path \( P^* \): \( |P^*| = \sum_{(j,k) \in P} \tau_j \). There might be trade-offs between the amount of different types of information an expert can process and the accuracy of the information he determines and passes on. This concerns both the information regarding different aspects of the situation (represented by different nodes in the CM) and the level of granularity of this information (ranging from very specific information to general trends). The Decision Map approach reveals these trade-offs and can help analysing which pieces of information are the most relevant and must be taken into account even when time is critical. Other pieces of information (or information on a higher level of detail) might only be processed if time is abundant.

Finally, the results should not be understood as an imperative prescription, but rather as a support and guidance for the decision makers. Thus, the analysis and interpretation of the results requires some additional time (particularly, when our approach is applied in an iterative manner allowing for integration of feedback and refinements).

6.3. Directions for future research

The Decision Map approach is the basis for a further exploration of distributed decision support under severe uncertainty. Elicitation
techniques and interfaces to support each expert’s assessment need to be further developed. This concerns particularly the meta-information (e.g., the number of input an expert can process within a given time, the sensitivity of his results to change in input).

Another issue concerns possible changes in the information: the information underlying a scenario may change quantitatively (e.g., predicted results change) or qualitatively. In the first case the principles of reasoning under uncertainty are not affected, whilst the latter case corresponds to situations, where new or better information allows for a more accurate description of the likelihood of a piece of information (e.g., when previously uncertain information becomes known, or when lacking information becomes available). In both cases a decision must be made if a new piece of information is important enough to justify a scenario update requiring effort from experts providing information of all successor nodes in the CM.

Finally, the results must be presented in a transparent and easily understandable way so that users and stakeholders will accept the recommendations found. To this end, both visualisation techniques and the generation of natural language reports containing information on the scenario itself as well as meta-information about the experts contributing to a scenario or the information about the likelihood are investigated.

6.4. Conclusion

The Decision Map approach supports decision makers facing large and complex problems under uncertainty. Our framework is particularly useful when the type and quality of information is heterogeneous, as it allows for the simultaneous handling of several principles for reasoning under uncertainty. As the approach presented is a generic framework supporting strategic decision making it can be applied in various domains, e.g., environmental management, policy assessment or risk management.

The Decision Map integrating a CM and an AT facilitates distributed scenario construction involving human experts and automated reasoning systems. Uncertainty about the state of a variable will be expressed as a number of possible states that propagate through the Decision Map as (partial) scenarios: whenever an expert is uncertain about a variable’s state, this uncertainty results in multi-furcation of (partial) scenarios.

The distributed approach for scenario construction facilitates dealing with heterogeneous types and qualities of information, as it allows for the flexible use of reasoning principles (e.g., probabilistic or fuzzy techniques). It becomes possible to evade the risk of losing information, which happens when the reasoning paradigm chosen has little requirements, but also offers little information, (e.g., intervals or qualitative statements) or misjudgements and biases (e.g., when using Bayesian techniques without having sufficient statistical information).

The use of the Decision Map facilitates robust decision making, as it integrates the decision makers’ preferences and allows for basing scenario selection on a systematic evaluation, rather than on the users’ intuition or on an abstract notion of “distance” within the CM. To come to an overall ranking of alternatives taking into account all created scenarios, an additional MAVT step is performed. Deeper insights into the decision situation can be gained than those provided by standard methods that base the evaluation on a best guess or the most likely development.
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