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Abstract

We introduce the use of Fast Flat Histogram (FFH) method employing Wang Landau Algorithm in an adaptive noise sampling framework using Random Walk to find out the pseudo-codewords and consequently the pseudo-weights for the Belief Propagation (BP) decoding of LDPC codes over an Additive White Gaussian Noise (AWGN) channel. The FFH method enables us to tease out pseudo-codewords at very high Signal-to-Noise Ratios (SNRs) exploring the error floor region of a wide range of codes varying in length and structure. We present the pseudo-weight (effective distance) spectra for these codes and analyze their respective behavior.

I. INTRODUCTION

Low Density Parity Check (LDPC) codes [1] make a class of forward error correcting codes which employ a computationally efficient iterative decoding scheme based on a message passing algorithm. The decoding process is, however, known to be subject to decoding failures due to the so-called pseudo-codewords at very high Signal-to-Noise Ratios (SNRs). The failures can cause the high Signal-to-Noise Ratio (SNR) performance of message passing decoding to be worse than that predicted by the maximum likelihood decoding union bound in the error floor regime [2] which is characterized by very low error rates. Standard Monte Carlo (SMC) simulation which comprises of simulating a system by generating random inputs according to a probability distribution and then evaluating the system response, becomes extremely cumbersome at such high SNRs. With the advancement in the code design and better decoders, it has become very important to gauge the performance of the system in the error floor regime.

To explore the error floor phenomenon, a physics inspired approach coined as instanton amoeba was proposed and developed in [3], [4], [5]. The scheme is generic in that there are no restrictions related to decoding or channel. Chertkov et al. [6] presented the pseudo-codeword landscape using an efficient pseudo-codeword search algorithm detailed in [7]. The algorithm is mainly valid for Linear Programming (LP) decoding [8] and the authors reported that a direct attempt to extend the LP-based pseudo-codewords search algorithm to Belief Propagation (BP) decoding [1],[9] did not yield desirable results.

In the pseudo-codeword literature, LP decoding has been predominantly used as it proposes to relax the polytope, expressing $\sigma$ in terms of a linear combination of local codewords. If the LP decoding does not decode to a correct codeword then it usually yields a non-codeword pseudo-codeword which is a special configuration of beliefs containing some rational values [10]. Pseudo-codewords are not codewords in general but codewords are pseudo-codewords [11]. The nature of pseudo-codewords with different origins is further investigated in [12],[13].

To characterize the pseudo-codewords, the notion of fundamental polytope was introduced in [14] which is the most important concept relevant to pseudocodewords found through LP decoding. It was also argued that the large minimum distance of the code does not determine the performance of the code if the code has low pseudo-weight spectrum. For the sum-product decoding, if the messages are converged, then the vector formed by the marginal probabilities of having a bit position in the state 1 is a fundamental polytope vector. More about this vector and the Bethe variational free energy can be found in [15].

In this paper, we investigate the use of a physics inspired algorithm known as Fast Flat Histogram (FFH) method [16] which has already been implemented for the efficient performance evaluation of forward error correcting codes [17], [18]. The method consists of a random walk scheme employing Wang-Landau Algorithm
BP decoding turns into LP decoding at SNR \( \to \infty \). In the high SNR (error floor) region, the values of FER are inaccessible by Monte-Carlo simulations. It is in this context, that we use FFH method which comprises of a Markov Chain Monte Carlo (MCMC) sampler capable of sampling the noise vectors from the tails of the AWGN probability density function. Suppose a pseudo-codeword \( \tilde{\sigma} = \{ \tilde{\sigma}_i = b_i(1); i = 1, \ldots, N \} \) corresponding to the most damaging configuration of the noise (instanton) is found. Then the effective distance is given by the same formula \( d_{eff} = (\sum_i \tilde{\sigma}_i)^2 / \sum_i \tilde{\sigma}_i^2 \) as in \([6],[14]\). This definition of the effective distance was first described in \([19]\) where the formulas derived by Wiberg et al. \([20],[21]\) for AWGN channels were extended to non-binary codes, Binary Erasure Channel (BEC) and Binary Symmetric Channel (BSC).

III. FAST FLAT HISTOGRAM METHOD

A. Description

The basic skeleton of our technique is the same as that in \([17],[18]\). Let \( \Gamma \) be the \( n \)-dimensional probability space of the noise in the \( n \) bits of a codeword. The noise vector \( z = (z_1, z_2, \ldots, z_n) \) is a multivariate Gaussian distribution with joint pdf \( \rho(z) = \prod_{i=1}^{n} \rho_i(z_i) \). The transmitted bit vector is represented by \( t = (t_1, t_2, \ldots, t_n) \) and \( x = (x_1, x_2, \ldots, x_n) \) represents the received codeword. The algorithm is controlled by a scalar control quantity \( V \) given as \( V(z) = \left( \frac{1}{n} \sum_{i=1}^{n} |t_i - z_i|^2 \right)^{1/2} \) where \( t_i \) and \( z_i \) are the transmitted bit and the noise value in the \( i \)-th position respectively. This definition of \( V(z) \) is different from the one that we used in \([17],[18]\).

Given a range \([V_{min}, V_{max}]\) for \( V \), \( \Gamma \) is partitioned into \( L \) subsets \( \Gamma_k = \{ z \in \Gamma | V_{k-1} \leq V(z) < V_k \} \), where \( V_k = V_{min} + k \Delta V \), \( 1 \leq k \leq L \) and \( \Delta V = V_k - V_{k-1} = (V_{max} - V_{min}) / L \) is the width of each bin in the partition of \([V_{min}, V_{max}]\).

Let \( p_k \) be the probability of selecting a realization \( z \) from \( \rho \) such that \( z \in \Gamma_k \) \([22]\). Then,

\[
P_k = \int_{\Gamma} \chi_k(z) \rho(z) \rho^*(z) dz \approx \frac{1}{N} \sum_{i=1}^{N} \chi_k(z^{*,i}) \rho(z^{*,i}) \rho^*(z^{*,i})
\]

where \( \rho^*(z) \) is a positive biasing pdf, \( \chi_k = 1 \) if \( z \in \Gamma_k \) and \( \chi_k = 0 \) otherwise. \( z^{*,i} \) are \( N \) random sample points in \( \Gamma \) selected according to the pdf \( \rho^*(z) \). The variance of the estimate of (2) is zero if the optimal biasing pdf \( \rho_{opt}^*(z) = \chi_k(z) \rho(z) / p_k \) is used. However, \( \rho_{opt}^*(z) \) depends on \( p_k \) which is initially unknown. In standard IS, one uses physical intuition to guess a biasing pdf that is close to \( \rho_{opt}^* \). The FFH method instead iterates over
a sequence of biasing pdfs $\rho^{* j}$ that approach $\rho^\text{opt}$. We define $\rho^{* j}$ for jth iteration by $\rho^{* j}(z) = \rho(z)/(c^j P^j_k)$ where $k$ is such that $z \in \Gamma_k$ is satisfied. The quantities $P^j_k$ satisfy $P^j_k > 0$ and $\sum_{k=1}^L P^j_k = 1$ and $c^j$ is an unknown constant that ensures $\int_{\Gamma_k} \rho^{* j}(z) dz = 1$. The vector $P_k$ completely determines the bias and is initialized with $1/L, \forall k = 1, ..., L$.

Our aim is to explore the whole of probability space $\Gamma$ using random walk [23]. By employing Metropolis algorithm [24], we produce a random walk of samples $z^{* j}$ whose pdf equals $\rho^{* j}(z)$. We consider a Markov chain of transitions consisting of small steps in the noise space. Each transition goes from $z^{* j} = z^*_{a, i} \in \Gamma_{k_a}$ to $z^*_{b, j} = (z_a + \epsilon \Delta z) \in \Gamma_{k_b}$ where $\Delta z$ is random and symmetric, i.e., it does not favor any direction in $\Gamma$ and the transition is accepted with probability $\pi_{ab}$. Here, $\epsilon$ is the perturbation constant. If a transition from $z^*_{a, i}$ to $z^*_{b, j}$ is accepted, we set $z^{* j+1} = z^*_{b, j}$, else we set $z^{* j+1} = z^*_{a, i}$. The ratio $\pi_{ab}/\pi_{ba}$ equals $\rho^{* j}(z^*_{a, i})/\rho^{* j}(z^*_{b, j})$ which is the detailed balance equation that ensures the limiting (stationary) pdf for infinitely many steps of this random walk is $\rho^{* j}$ [24].

We consider the perturbation of the noise component in each bin $z_{a, i}$ separately and accept it or reject it independently with the probability $\min(\rho(z_{a, i})/\rho(z_{a, i}^*), 1)$. We pick each perturbation $\Delta z$ from a zero mean symmetric pdf. We obtain a trial state $z^*_{b, j}$ in which only some of the components are different from their previous values in $z^*_{a, i}$. Then we compute $k_{b, j}$, the bin corresponding to $z^*_{b, j}$ and finally accept the step from $z^*_{a, i}$ to $z^*_{b, j}$ with the probability $\min(\rho(z^*_{a, i}^*)/\rho(z^*_{b, j}), 1)$. The compound transition probability thus becomes

$$\pi_{ab} = \left\{ \prod_{l=1}^n \min \left[ \frac{\rho(z^*_{a, i}^*)}{\rho(z^*_{b, j}, l)} \right] \right\} \min \left[ \frac{P_{b, j}}{P_{a, i}} \right]$$

(3)

The Asymptotically Optimal Acceptance Rate AOAR $\alpha \triangleq n/(\text{total number of steps})/\text{(number of accepted steps)}$ for a Metropolis algorithm for target distributions with IID components is 0.234 [25]. The perturbation constant $\epsilon$ is adjusted so as to keep $\alpha$ close to this value. The noise realizations are recorded in the histogram $H^{* j}$ where $H^{* j} = \sum_{k=1}^N \chi_k(z^{* j})$ is the number of $z^{* j}$ in iteration $j$ that fall into $\Gamma_k$. Each noise vector is used in the channel to deteriorate the transmitted codeword which is then fed into the decoders to verify if the errors are corrected within the specified number of decoder iterations.

$P_k$ is updated on the fly such that when $k$ bin is visited, $P_k$ is modified by the refinement parameter $f > 1$, i.e. $P_k \rightarrow P_k + f$ [26], [27]. In practice, we have to use the log domain $\ln P_k \rightarrow \ln P_k + \ln f$ in order to fit all possible $P_k$ into double precision numbers. If the random walk rejects a possible move and stays in the same bin $k$, we modify the same $P_k$ with the modification factor to keep the detailed balance equation in equilibrium.

In case of rejection of a possible move, a very significant additional step is to permute the components of the noise vector and to add this permuted sequence to the transmitted codeword on which decoding is carried out for error correction. It is important to note that the random walk is performed with the new permuted sequence so as not to disturb the detailed balance equilibrium. We keep on permuting the noise components until a possible move is accepted. The preceding step stems from the fact that different sequences of the same components of a noise vector lead to different decoding outputs since we are employing a message passing decoding algorithm. The orientation of the permuted noise components remain the same leading to the same $V$ value and consequently staying in the same bin. Without effecting the basic modification of $P_k$ values, we are thus able to check the system response of all entries in histogram $H^{* j}$ thus adding to the robustness of the method.

It is to be noted that if the proposed noise vectors which move the system outside the permitted $[V_{min}, V_{max}]$ interval are systematically rejected, the $P_k$ value would increase at edges by an unwanted excessive amount. This problem is counteracted by adopting the n-fold way [28], i.e., leaving $P_k$ value unchanged whenever a move update attempts to take the system outside the allowed interval.

The histogram $H^{* j}$ is checked after about each 10$L$ Monte Carlo (MC) sweeps. When the histogram is flat (flatness criterion is the same as in [26], [27]), the modification factor is reduced to a finer one using the function $f_{j+1} = \sqrt{f_j}$ ($f_{\text{init}} = e = 2.7182818$), the histogram is reset and the next iteration of random walk is started where $P_k$ are now modified with the finer modification factor. We continue doing so until the histogram is flat again and then we begin the next Wang-Landau (WL) iteration with a finer $f$ and so on. The above detailed random walk can also be carried out in a parallel fashion by dividing the range $[V_{min}, V_{max}]$ into $W$ partitions and then exploring each partition separately, combining the results in the end.

It is extremely important to determine the optimum $[V_{min}, V_{max}]$ interval with the optimum number of bins since the accuracy and speed of the simulation depend heavily on it. Following is a self adaptive procedure to determine this interval which intrinsically takes into account the code length and the code error correcting capacity. Lines of similarity can be drawn between our procedure of determining the optimum $[V_{min}, V_{max}]$ interval and Domain Sampling Run of [29].
\[ [V_{\text{min}}, V_{\text{max}}] \] is initialized to \([0, 5]\) and this interval is divided into 1000 bins. Let the Global Acceptance Ratio (GAR) correspond to the ratio of the number of accepted noise vectors to the number of noise vectors produced in total. We initialize GAR with a value (0.3 in our case). The bins are initialized with \( P_k = 1/1000, \forall k = 1, \ldots, 1000 \). Now the random walk is performed to produce noise vectors for which the corresponding bins are visited with the consequent update of the \( P_k \) value. With the bin filling, we start getting rejections for the proposed move. At each step, we calculate the GAR and as soon as we obtain its pre-defined value, the walk is ceased and the farthest bins on either side are detected which were approached by the random walk. These two bins on either side determine the \([V_{\text{min}}, V_{\text{max}}]\) interval. While determining the interval, the noise vectors produced are not added to the codewords and no decoder runs are performed. Their sole purpose is to locate the bins naturally accessible for the code.

IV. RESULTS AND DISCUSSION

Our test-bench comprises of six codes namely Tanner [155, 64, 20] code [30], Margulis \( p = 7 \) [672, 336, 16] code [31]; [648, 324, 15], [1296, 648, 23] and [1944, 972, 27] codes from the 802.11 draft [32] and the [504, 252, 13] irregular Progressive Edge Growth (PEG) code [33]. The MHDs of the last four codes are measured through the improved impulse method [34]. BPSK modulation is employed using symmetric signal levels of +1 and -1 for logical 0s and 1s respectively. An all zeros codeword is transmitted since the code is linear and the noise is symmetric. We employ 1000 decoding iterations in our BP decoding so the pseudo-codewords correspond to the instantons which could survive such a high number of decoding iterations.

Fig. 1 depicts the frequency spectra for the codes under study. For [155, 64, 20] and [672, 336, 16] codes, our conclusions are the same as in [6]. We observe that the two codes demonstrate qualitatively different features for the pseudo-codeword frequency spectra. Pseudo-codeword spectrum for [155, 64, 20] code starts with the lowest effective distance \( \approx 10.004 \) and grows up going through the fundamental polytope pseudo-codewords at effective distance \( \approx 19.98 \) (convergence to valid codewords). In case of [672, 336, 16] code, the spectrum starts at effective distance \( \approx 12.056 \) but grows abruptly to the fundamental polytope pseudocodewords at effective distance \( \approx 15.66 \) (valid codewords).

For the 802.11 cyclic LDPC codes, we observe that there is a significant increase in effective distance with the increase in code-length. As compared to the preceding two codes, these three cyclic codes exhibit a relatively high number of fundamental polytope pseudo-codewords. Convergence to invalid codewords increases with the increase in code-length. The least effective distances of the fundamental polytope pseudo-codewords for [648, 324, 15], [1296, 648, 23] and [1944, 972, 27] codes that we found are 14.64 (valid codeword), 26.48 (invalid codeword) and 64.24 (invalid codeword) respectively. In the case of irregular PEG code, the pseudo-codeword spectrum is similar to the cyclic codes. The least effective distance \( \approx 9.855 \) and the least effective distance of fundamental polytope pseudo-codeword is 12.74 (valid codeword).

We also applied our method to Margulis \( p = 11 \) [2640, 1320, 40] code and found the least effective distance \( \approx 54.055 \). We observe that the fundamental polytope pseudo-codewords are in dominance however the messages converge to invalid codewords. The observations made by Koetter et al. [14] that the pseudo-weights are far more important than the Hamming Distance are further bolstered when we analyze the pseudo-codeword spectra in our case. For example, the Hamming Distance of [1944, 972, 27] code is only slightly higher than [1296, 648, 23] code, however there is a big difference in their pseudo-
codeword spectra. Similarly, the Hamming Distance of [155, 64, 20] code is higher than [672, 336, 16] code, the latter performs better in terms of pseudo-weight. How this pseudo-weight spectrum depends on the code-length or other code properties is a subject of ongoing research.

V. CONCLUSIONS

In this paper, we have proposed the use of Fast Flat Histogram method to find the pseudocodewords for different codes using BP decoding. The FFH method is a powerful tool to explore the code performance at very high SNRs (in the error floor region) which is otherwise computationally intractable using standard Monte Carlo simulation. Since the decoder failures in the error floor region are mostly due to pseudo-codewords, the FFH method is an excellent means to study the code behavior at high SNRs. Our future work consists of integrating the FFH method in multiple error impulse framework to increase its effectiveness.
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