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Abstract—This paper presents an exact solution to the problem of maximum likelihood time delay estimation for a Gaussian source signal observed at two different locations in the presence of additive, spatially uncorrelated Gaussian white noise. The solution is valid for arbitrarily small observation intervals; that is, the assumption $T \gg \tau_r, |d|$ made in the derivation of the conventional “asymptotic” maximum likelihood (AML) time delay estimator, where $\tau_r$ is the correlation time of the various random processes involved and $d$ is the differential time delay, is relaxed. The resulting “exact” maximum likelihood (EML) instrumentation is shown to consist of a finite-time delay-and-sum beamformer, followed by a quadratic postprocessor based on the eigenvalues and eigenfunctions of a one-dimensional integral equation with nonconstant weight. The solution of this integral equation is obtained for the case of stationary signals with rational power spectral densities. Finally, the performance of the EML and AML estimators is compared by means of computer simulations for a first-order autoregressive source signal and for values of $T$, $\tau_r$, and $d$ such that the condition $T \gg \tau_r, |d|$ is not satisfied. The results indicate that the AML estimator suffers a dramatic deterioration in performance (large error, bias, and standard deviation) as the ratio $d/T$ increases from 0 to 0.1, making it essentially useless beyond this point. No such effect is observed with the EML estimator, which has the best overall performance and whose mean-square error approaches the Cramér–Rao lower bound for large values of the signal-to-noise ratio (SNR). The results also indicate that for large SNR, considerable simplifications of the EML estimator are possible without any significant loss in performance.

I. INTRODUCTION

During the last two decades, considerable attention has been given to the problem of time delay estimation (TDE), which consists of estimating the time differences between noisy, delayed replicas of a common random source signal [1]–[5]. This problem arises most naturally in the context of passive sonar where an array of sensors is used to monitor a propagating wave. In this case, the time delays between the various sensor output signals are equal to the time differences of arrival of the wavefront to the sensors. Estimation of these delays can therefore provide information about the direction of arrival of the wavefront. Besides this dominant application, TDE also occurs in other areas of science such as seismology, economics, and dendrochronology (historical dating from tree ring records) [6], to name a few.

One of the most popular methods of estimation used in connection with the TDE problem has been that of maximum likelihood (ML), largely because ML estimators are known to be asymptotically efficient in the limit $T \to \infty$, where $T$ denotes the observation interval [7, p. 138]. The application of the ML method to the TDE problem is usually based on three fundamental assumptions [2]–[4], namely, constant delay, stationary processes, and long observation interval (i.e., $T \gg \tau_r, |d|$), where $\tau_r$ is the correlation time of the various random processes involved and $d$ is the differential time delay.) Because they are derived under the assumption of a long observation interval, we refer to these ML estimators of time delay as “asymptotic” maximum likelihood (AML) estimators.

In many cases of practical interest, however, the assumption of long observation interval is inconsistent with other prevailing conditions. For example, when monitoring a rapidly moving source with a passive array of sensors, the assumptions of stationary processes and constant delay will only be satisfied over a limited time interval, and failure to take this fact into account may result in a serious deterioration of the delay estimator performance [8]. Another example occurs when the source signal under observation is a transient of short duration. In this case, increasing the observation interval beyond the signal duration will eventually result in a performance deterioration rather than in an improvement. Finally, in other applications, external factors will prevent the observation interval from being sufficiently long. This may occur, for example, when working with prerecorded data sets.

While the above considerations justify the need for new TDE techniques that can be used when the condition $T \gg \tau_r, |d|$ is not satisfied, it is legitimate to wonder about the role played by the ML estimator in this “nonasymptotic” situation. There are, however, very important motivations for considering ML estimation even when the observation interval is short. First, as indicated in [10], there is actually a tradeoff between observation time and signal-to-noise ratio (SNR) in the TDE problem. Under appropriate conditions, one might therefore expect the ML estimator to be asymptotically optimal in the limit of large

1 A discussion of the equivalence of transient and narrow-band signals in the context of signal processing can be found in [9].
SNR. Second, knowledge of the ML estimator (or, more exactly, of the associated log-likelihood instrumentation) can be used to evaluate various bounds on estimator performance, such as the Cramér-Rao or Barankin lower bounds [11, ch. 2]. Finally, the ML estimator provides fundamental insights that are essential in the development of simpler estimators, some of which follow as limiting cases of the ML estimator itself.

Despite its importance, the problem of ML TDE for short observation intervals has received relatively little attention in the signal processing literature, mostly because of its inherent complexity. Indeed, when the assumption of long observation interval is not satisfied, the problem becomes nonstationary in nature because of "end effects" and it is no longer possible to use the conventional Fourier techniques that previously made the analysis of the AML estimator tractable. Among the results available for nonstationary ML TDE, those of Stuller [12] are of particular interest here because they address specific issues related to end effects. Lourié and Moura [13] also present general results on nonstationary ML TDE that are applicable in the case of short observation intervals. However, these studies formulate the ML estimator in terms of unsolved integral or partial differential equations and, as a result, they do not provide practical ways of realizing the ML estimator, nor do they compare its performance to that of the conventional AML estimator.

In this paper, we present an exact solution to the problem of ML TDE for a Gaussian source signal observed at two separated locations in the presence of additive, spatially uncorrelated Gaussian white noise. This solution is valid for arbitrarily short observation intervals; that is, the standard assumption $T \gg \tau_s, |d|$ made in the derivation of the AML estimator is relaxed. The exact maximum likelihood (EML) estimator is obtained in two steps: first, the factorization properties of optimum space–time processors [14] are used to transform the matrix integral equations defining the log-likelihood function into simpler scalar integral equations; second, these reduced integral equations are solved for the case of stationary signals with rational power spectral densities by generalizing a technique originally developed by Youla for a simpler class of integral equations [15]. In the last part of the paper, computer simulations are used to study the comparative performance of the EML, AML, and other related estimators. For the simulations, a first-order autoregressive source signal is used along with values of $T, \tau_s, \text{and } d$ violating the condition $T \gg \tau_s, |d|$.

II. PROBLEM FORMULATION

We consider the family of random processes $x(t; d)$, parametrized by the delay variable $d \in [d_-, d_+]$, and defined as follows:

$$x(t; d) = a(t; d) + n(t), \quad 0 \leq t \leq T \tag{1}$$

$$a(t; d) = \begin{bmatrix} a(t) \\ a(t - d) \end{bmatrix}, \quad n(t) = \begin{bmatrix} n_1(t) \\ n_2(t) \end{bmatrix} \tag{2}$$

where $a(t)$, the source signal, and $n_i(t)$ ($i = 1, 2$), the additive noise components, are zero mean uncorrelated stationary Gaussian random processes with known autocorrelation functions $R_o(r)$ and $R_a(r)$, respectively. The interval $[d_-, d_+]$ represents the a priori range of possible delay values. We assume that $a(t)$ possesses a power spectral density $G_a(\omega)$ which is a rational function of $\omega^2$. That is,

$$R_o(r) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_o(\omega) e^{j\omega r} \, d\omega \tag{3}$$

$$G_o(\omega) = \frac{N(s^2)}{D(s^2)}, \quad s = j\omega \tag{4}$$

where $N(\cdot)$ and $D(\cdot)$ are irreducible real coefficient polynomials of degrees $m$ and $n$, respectively, satisfying the following conditions: a) any zero of $N(s^2)$ (interpreted as a function of the complex variable $s$) on the imaginary axis has even multiplicity; b) $D(s^2)$ has no zero on the imaginary axis; and c) $n > m$. These conditions ensure that $G_a(\omega)$ is a well-defined, absolutely integrable spectral density [15]. We further assume that the additive noise components $n_i(t)$ are white with unit spectral height, that is,

$$R_n(r) = \delta(r) \tag{5}$$

where $\delta(r)$ is the Dirac delta function.

Let $x(t)$ ($0 \leq t \leq T$) be a particular realization (i.e., an observation) of the process $x(t; d^*)$, where $d^*$ represents the true value of the unknown delay parameter. The TDE problem then consists of finding a statistically reliable estimate of $d^*$ from the observation $x(t)$. By definition, the ML estimate $\hat{d}_{ML}$ of $d^*$ is the value of $d$ at which the log-likelihood function of the observed data, $\ln \Lambda(x; d)$, defined below, attains an absolute maximum. That is,

$$\ln \Lambda(x; \hat{d}_{ML}) \geq \ln \Lambda(x; d), \quad \text{all } d \in [d_-, d_+] \tag{6}$$

The log-likelihood function of the observed data $x(t)$ ($0 \leq t \leq T$), represented simply by $x$, can be obtained by means of the following series representation [16, ch. 6]:

$$\ln \Lambda(x; d) = \frac{1}{2} \left\{ l(x; d) - l(d) \right\} \tag{7}$$

$$l(x; d) = \sum_{i=1}^{\infty} \frac{\lambda_i}{1 + \lambda_i} \left( \int_0^T \Phi_i(t) x(t) \ dt \right)^2 \tag{8}$$

$$l(d) = \sum_{i=1}^{\infty} \ln (1 + \lambda_i). \tag{9}$$

The superscript $^*$ in (8) denotes transposition. $\lambda_i$ and $\Phi_i(t)$, which also occur in the Karhunen–Loève expansion of the vector process $a(t; d)$ in (2), are the eigenvalues and (real) normalized vector eigenfunctions, respectively, associated with the autocorrelation matrix $R_o(r; d)$ of $a(t; d)$. They satisfy the following integral equations:

$$\int_0^T R_o(t - u; d) \Phi_i(u) \ du = \lambda_i \Phi_i(t), \quad 0 \leq t \leq T \tag{10}$$
\[
\int_0^T \Phi_i^*(t) \Phi_j(t) \, dt = \delta_{ij} 
\]

(11)

where \( \delta_{ij} \) is the Kronecker delta. Note that \( \lambda_i \) and \( \Phi_i(t) \) are actually functions of the delay parameter \( d \).

In order to evaluate the log-likelihood function \( \ln \Lambda(x; d) \) and thus determine the ML estimate \( \hat{d}_{\text{ML}} \), it is first necessary to solve the integral equations (10) and (11) for the \( \lambda_i \) and the \( \Phi_i(t) \). Using a standard technique [11, p. 205], it is rather easy to show that under the asymptotic condition \( T \gg \tau_c, |d| \), where \( \tau_c \) is the correlation time (or inverse bandwidth) of the process \( a(t) \) in (2), possible solutions to (10) and (11) are given by (\( i = 0, \pm 1, \cdots \))

\[
\lambda_i = 2 G_i(\omega_i), \quad \omega_i = \frac{2\pi i}{T} 
\]

(12)

\[
\Phi_i(t) = (2T)^{-1/2} e^{ju t} \left[ 1 + e^{-jw t} \right]. 
\]

(13)

Here, the eigenfunctions are complex valued and the superscript \(^*\) in (11) must be interpreted as a complex transpose operation. Real, properly normalized eigenfunctions can be obtained from (13) by considering the real and imaginary parts individually and multiplying them by an appropriate scaling factor. Substituting these real eigenfunctions together with their eigenvalues \( \lambda_i \) into (8) and (9), it can be shown that the log-likelihood function (7) reduces to the conventional AML estimator, which consists of a generalized cross correlator with Hannan-Thomson pre-filters [4].

However, when the observation interval is short, i.e., when the condition \( T \gg \tau_c, |d| \) is not satisfied, \( \lambda_i \) and \( \Phi_i(t) \) specified by (12), (13) are no longer solutions of (10), (11) and, as we will see in Section V, their use in (8), (9) may result in unreliable delay estimates. In the next two sections, we present an explicit method that can be used to find the exact solutions of (10) and (11) for any value of \( T \), regardless of how small it is.

III. DIMENSIONALITY REDUCTION

The first step in the solution of the matrix integral equations (10) and (11) is to transform them into equivalent scalar integral equations. This can be achieved by applying one of the factorization properties of optimum space-time processors presented in [14]. The property of interest [14, property 1'] essentially states the following: since the vector process \( \mathbf{a}(t; d) \) in (2) is related to the scalar process \( a(t) \) by a linear operation, the eigenfunctions \( \Phi_i(t) \) in (10) can be obtained by applying the same linear operation to the properly normalized eigenfunctions of a scalar integral equation whose eigenvalues are precisely the \( \lambda_i \). There are at least two important reasons for proceeding this way rather than considering (10) and (11) directly. First, solving a scalar integral equation is conceptually simpler than solving a matrix integral equation. Second, this approach provides simple, yet very important structural information about the eigenfunctions \( \Phi_i(t) \) and the log-likelihood processor (7)-(9).

In the case \( 0 \leq d \leq T \), [14, property 1'] gives the following results: Define the weighting function

\[
\rho(t) = \begin{cases} 
1, & -d < t < 0 \\
2, & 0 < t < T - d \\
1, & T - d < t < T 
\end{cases} 
\]

(14)

and let \( \lambda_i \) and \( \psi_i(t) \) be the eigenvalues and eigenfunctions of the scalar integral equation

\[
\int_{-d}^T R_s(t - u) \psi_i(u) \rho(u) \, du = \lambda_i \psi_i(t), \quad -d \leq t \leq T 
\]

(15)

with the \( \psi_i(t) \) satisfying the orthonormality condition

\[
\int_{-d}^T \psi_i(t) \psi_j(t) \rho(t) \, dt = \delta_{ij}. 
\]

(16)

Then, the functions

\[
\Phi_i(t) = \begin{bmatrix} \psi_i(t) \\ \psi_i(t - d) \end{bmatrix}, \quad 0 \leq t \leq T 
\]

(17)

are normalized eigenfunctions of \( R_s(\tau; d) \) with eigenvalues \( \lambda_i \). That is, \( \lambda_i \) and \( \Phi_i(t) \) obtained through (14)-(17) satisfy (10) and (11) (this can be verified by direct substitution). Of course, \( R_s(\tau; d) \) will have other eigenfunctions that cannot be generated in this way. However, as explained in [14], these eigenfunctions all have zero-eigenvalue and therefore, in light of (8) and (9), they need not be considered when evaluating the log-likelihood function (7).

Once we have determined the \( \lambda_i \) and \( \Phi_i(t) \) for a given value of \( d \) in \([0, T]\), it is a simple matter to obtain the \( \lambda_i \) and \( \Phi_i(t) \) corresponding to \( -d \). Indeed, using (10) and (11), it can be verified easily that (the dependence upon \( d \) has been introduced temporarily)

\[
\lambda_i(-d) = \lambda_i(d) 
\]

(18)

\[
\Phi_i(t; -d) = \begin{bmatrix} \psi_i(t - d; d) \\ \psi_i(t; d) \end{bmatrix} 
\]

(19)

where \( \lambda_i(d) \) and \( \psi_i(t; d) \) are obtained through (14)-(16). Reference [14, property 1'] could also be used in a similar way to handle the case \( |d| > T \). However, since no additional difficulties are involved and since \( |d| > T \) does not represent a very practical situation (no overlap between the source signal components observed at the two sensors), we shall limit ourselves to the case \( |d| \leq T \). The problem of solving the reduced integral equation (15) is addressed in the next section.

We now look at the processor configuration that results from the specific structure of the eigenfunctions \( \Phi_i(t) \) in (17). Substituting (17) in (8), the following expression can be obtained for the data-dependent term \( l_i(x; d) \) of the log-likelihood function (7):

\[
l_i(x; d) = \sum_{i=-\infty}^{\infty} \frac{\lambda_i}{1 + \lambda_i} \left( \int_{-d}^T \psi_i(t) y(t) \, dt \right)^2 
\]

(20)
where the scalar process \( y(t) \) is given in terms of the components of the observed vector process \( x(t) = [x_1(t), x_2(t)]^T \) by

\[
y(t) = \begin{cases} 
  x_2(t + d), & -d < t < 0 \\
  x_1(t) + x_2(t + d), & 0 < t < T - d \\
  x_1(t), & T - d < t < T.
\end{cases}
\] (21)

The resulting processor configuration is shown in Fig. 1. It consists of two specialized subprocessors. The first one, referred to as a finite-time beamformer, transforms the observed vector process \( x(t) \) \((0 \leq t \leq T)\) into the scalar process \( y(t) \) \((-d \leq t \leq T)\) by means of (21). The second one, referred to as a quadratic postprocessor, computes \( l_1(x; d) \) from \( y(t) \) by means of (20) and finally performs bias compensation and scaling to generate the log-likelihood function (7).

Many interesting observations can be made regarding the finite-time beamforming operation (21). First, its output \( y(t) \) will in general be discontinuous at \( t = 0 \) and \( t = T - d \). These discontinuities, or "end effects," are a direct consequence of the fact that the observation interval \([0, T]\) is finite. Second, the middle term on the right-hand side of (21), whose contribution to the integral in (20) is most important when \( T \gg d \), corresponds to a simple coherent delay-and-sum beamforming operation. Finally, the operation (21) is robust in the sense that it is independent of the signal statistics. In other words, the finite-time beamformer in Fig. 1 is entirely determined by the geometry of the problem and is insensitive to modeling errors in the source signal \( a(t) \).

As seen from (7), (9), and (20), the quadratic postprocessor has the same structure as a conventional log-likelihood processor based on the eigenvalues \( \lambda_i \) and scalar eigenfunctions \( \psi_i(t) \), except that the eigenfunctions are now normalized according to (16) which features the discontinuous weighting function \( \rho(t) \). In practice, because of the asymptotic behavior of the eigenvalues \( \lambda_i \) in the limit \( i \to \infty \), only a finite number \( N \) of terms need to be included in (9) and (20). If the observation interval \( T \) is short and the spectrum \( G_x(\omega) \) converges to zero sufficiently rapidly as \( \omega \) tends to \( \pm \infty \), this number can actually be very small, therefore resulting in computational simplifications. This was indeed our primary motivation for using a series expansion approach to the evaluation of the log-likelihood function (7). Other possible realizations of the quadratic postprocessors are indicated in (14).

Finally, it is of interest to study the behavior of the data-dependent term \( l_1(x; d) \) (20) in the limiting case of large signal power. To begin, we observe from (15) that multiplying \( R_x(t) \) by a constant factor has the effect of rescaling all the eigenvalues \( \lambda_i \) by the same factor. Therefore, if the signal power \( R_x(0) \) is sufficiently large, the dominant eigenvalues will be much larger than one and, for these eigenvalues, we will have \( \lambda_i/(1 + \lambda_i) \approx 1 \). Making this approximation in (20), we obtain

\[
l_1(x; d) = \sum_{i=1}^{\infty} \left[ \int_{-d}^{T} \psi_i(t) y(t) \, dt \right]^2.
\] (22)

The right-hand side of (24) is a nonconventional measure of the total signal energy at the output of the finite-time beamformer. From a practical point of view, (24) presents two major advantages over (20). First, it does not require a priori knowledge of the signal statistics, i.e., it is independent of \( R_x(\tau) \). This is particularly important for applications in which such knowledge is unavailable. Second, because it does not require the computation of the eigenfunctions \( \psi_i(t) \), its implementation is considerably simpler than that of (20). It remains to be determined whether or not (24) can actually be used as a reasonable approximation to (20), and if so, under what conditions. This will be investigated experimentally in Section V.

IV. Solution of the Reduced Integral Equation

Many techniques are available for the determination of the eigenvalues and eigenfunctions of a stationary process \( a(t) \) whose autocorrelation function \( R_x(\tau) \) satisfies (3), (4) (see [11], p. 187 for references). Unfortunately, none of them can be applied directly to solve the reduced integral equation (15) because of the nonconstant weighting function \( \rho(u) \) appearing under the integral sign. In this section, we develop a new algorithm that can be used to solve

We note, however, that only \( l_1(x; d) \) has been simplified to a form independent of \( R_x(\tau) \). The complete determination of the log-likelihood function (7) still requires the knowledge of the bias term \( l_2(d) \) (9), which depends in a specific way on the eigenvalues of \( R_x(\tau) \).
\[
\Psi_{12}(s) = \frac{Q(s) + \varepsilon e^{-s(T-d)}Q(-s)}{\lambda D(s^2) - 2N(s^2)} \quad (34)
\]
all singularities in (33) and (34) being removable. Moreover,
\[
\Psi_{13}(s) = e^{e^{-s(T-d)}}\Psi_{12}(-s). \quad (35)
\]
b) Conversely, suppose we can find polynomials \( P_i(s) \) and \( Q_i(s) \) as above, and numbers \( \lambda_i \) \((0 < \lambda_i < 2\gamma)\) and \( \varepsilon_i \) \((\varepsilon_i = \pm 1)\) such that the right-hand sides of (33) and (34) have only removable singularities. Let \( \Psi_i(t) = \psi_i(t) + \psi_{12}(t) + \psi_{13}(t) \), where \( \psi_i(t) \) are the inverse BLT of \( \psi_i(s) \) given by (33)–(35), the region of convergence being the whole s plane. Then \( \lambda_i \) and \( \psi_i(t) \) are solutions of (15) and \( \psi_i(t) \) satisfies (27).

The proof of this theorem is given in Appendix B. Based on this theorem, it is now easy to develop an algorithm for the determination of the eigenvalues and eigenfunctions of the reduced integral equation (15). Essentially, we must determine the coefficients of the polynomials \( P_i(s) \) and \( Q_i(s) \) by requiring that the right-hand sides of (33) and (34) have only removable singularities. This will translate into a \( 3n \times 3n \) system of homogeneous linear equations which has nonzero solutions only for certain values of the \( \lambda \), which are precisely the desired eigenvalues. We now describe in detail the various steps of the solution algorithm for (15):

1) Determine the canonical factors \( D^+(s) \) and \( D^-(s) \) of \( D(s^2) \) as in (30)–(32).

2) Find the \( K \) distinct zeros \( s_{1k}(\lambda) \), \( k = 1, \ldots, K_1 \), of the polynomial \( \lambda D(s^2) - N(s^2) \) and let \( m_{1k} \) denote their respective multiplicities. Similarly, find the \( K_2 \) distinct zeros \( s_{2k}(\lambda) \), \( k = 1, \ldots, K_2 \), of the polynomial \( \lambda D(s^2) - 2N(s^2) \) and let \( m_{2k} \) denote their respective multiplicities. Observe that the zero configurations of both these polynomials are symmetric about the real and the imaginary axis in the s plane.

3) Define the functions
\[
g_1(s) = e^{e^{-s(T-d)}}P(s) - Q(s) \quad (36)
\]
\[
g_2(s, \varepsilon) = Q(s) + e^{e^{-s(T-d)}}Q(-s) \quad (37)
\]
where \( \varepsilon = \pm 1 \) and where \( P(s) \) and \( Q(s) \) are yet undetermined real coefficient polynomials of degrees \( n - 1 \) and \( 2n - 1 \), respectively, i.e.,
\[
P(s) = p_0 + p_1s + \cdots + p_{n-1}s^{n-1} \quad (38)
\]
\[
Q(s) = q_0 + q_1s + \cdots + q_{2n-1}s^{2n-1} \quad (39)
\]

4) Consider the following system of \( 4n \) complex homogeneous linear equations in the \( 3n \) real unknown coefficients \( p_0, \ldots, p_{n-1}, q_0, \ldots, q_{2n-1} \):
\[
g_1^{(l)}(s_{1k}(\lambda)) = 0, \quad k = 1, \ldots, K_1,
\]
\[
l = 0, \ldots, m_{1k} - 1 \quad (40)
\]
\[
g_2^{(l)}(s_{2k}(\lambda), \varepsilon) = 0, \quad k = 1, \ldots, K_2,
\]
\[
l = 0, \ldots, m_{2k} - 1 \quad (41)
\]
where the superscript \((l)\) denotes the \(l\)th derivative with respect to \(s\).

5) Using the symmetries present in the zero configurations \(\{s_{12}(\lambda)\}\) and \(\{s_{22}(\lambda)\}\) and in the functions \(q_1(s)\) and \(q_2(s, \epsilon)\), simplify this system into an equivalent one consisting of \(3n\) real homogeneous linear equations in the unknowns \(p_0, \cdots, q_{2n-1}\). Let this new system be represented by the matrix equation

\[
A(\lambda, \epsilon)X = 0
\]

where \(A(\lambda, \epsilon)\) is a \(3n \times 3n\) real matrix and \(X = [p_0, \cdots, q_{2n-1}]^T\).

6) Find the roots \((\lambda_i, \epsilon_i)\), with \(0 < \lambda_i < 2\gamma\) and \(\epsilon_i = \pm 1\), of the equation

\[
det A(\lambda, \epsilon) = 0.
\]

The \(\lambda_i\) so obtained are the eigenvalues of (15) and the \(\epsilon_i\) are the symmetry indices of the corresponding eigenfunctions.

7) For each pair \((\lambda_i, \epsilon_i)\), determine the solution space of the equation

\[
A(\lambda_i, \epsilon_i)X = 0.
\]

For simplicity, assume that the solution space has dimension one (the general case needs only trivial modifications) and let \(X_i = [p_{0,i}, \cdots, q_{2n-1,i}]^T\) be an arbitrary nonzero element of the solution space.

8) Let

\[
P_i(s) = p_{0,i} + \cdots + p_{n-1,i}s^{n-1},
\]

\[
Q_i(s) = q_{0,i} + \cdots + q_{2n-1,i}s^{2n-1}.
\]

Then, we have

\[
\psi_i(t) = \begin{cases} 
c_i \sum_{k=1}^{\infty} \text{Res} \left[ \frac{D^k(s)P_i(s)e^{(s+d)t}}{\lambda_iD(s^2) - N(s^2)}, s_{12}(\lambda_i) \right], & -d < t < 0 \\
c_i \sum_{k=1}^{\infty} \text{Res} \left[ \frac{Q_i(s)e^{s\gamma}}{\lambda_iD(s^2) - 2N(s^2)}, s_{22}(\lambda_i) \right], & 0 < t < T - d
\end{cases}
\]

where \(c_i\) is a yet undetermined coefficient and where the notation \(\text{Res}[f(s), s_0]\) is used to denote the residue of the function \(f(s)\) at one of its pole \(s_0\). For \(-d < t < T\), \(\psi_i(t)\) can be obtained from (47) by making use of the symmetry relation (27).

9) In order to determine \(c_i\), simply substitute the above expressions for \(\psi_i(t)\) into (16) and perform the appropriate integration.

This completes the algorithm. Note that in general, steps (6) and (9) will have to be carried out numerically.

This algorithm generalizes Youla’s technique [15] for the determination of the eigenvalues and eigenfunctions of \(R_\rho(t)\) in the absence of the weighting function \(\rho(t)\). Besides the various modifications needed to account for \(\rho(t)\), there is one major distinction between our approach and that of Youla which deserves some explanation. What makes Youla’s technique efficient is the use of a symmetry relation, equivalent to (27) for \(d = 0\), that reduces by half the number of unknown eigenfunction coefficients. However, the derivation of this relation in [15] relies upon certain supplementary assumptions concerning the multiplicity of the eigenvalues. Rather than making supplementary assumptions, we have chosen a different approach: since Property 3 asserts the existence of eigenfunctions satisfying the symmetry relation (27), we developed our solution algorithm so that it gives precisely these eigenfunctions.

Some interesting observations can be made about the eigenfunctions \(\psi_i(t)\). First, although they are continuous as stated by Property 2, (47) reveals that their behavior in the middle interval \(0 < t < T - d\) is different from that in the end intervals \(-d < t < 0\) and \(T - d < t < T\). This is another consequence of the fact that the observation interval is finite. Second, the existence of symmetries in the eigenfunctions, as stated by Property 3, is a very desirable feature that can be exploited at the implementation level to reduce by half the computational load. Finally, as a consequence of (47), it follows that the auxiliary functions \(\psi_i(t)\) associated with \(\psi_i(t)\) by means of (28) satisfy specific constant-coefficient linear homogeneous ordinary differential equations. More precisely, we have:

**Property 4:** Let \(\lambda_i\) and \(\psi_i(t)\) be solutions of (15) and let \(\psi_i(t)\) be defined as in (28). Then

\[
[\lambda_iD(\Delta^2) - \rho(t)N(\Delta^2)]\psi_i(t) = 0,
\]

where \(\Delta\) represents the time derivative operator \(d/dt\).

Practically, this property implies that the eigenfunctions \(\psi_i(t)\) can be generated on-line by means of a recursive equation. In this case, the solution algorithm still needs to be used to determine the eigenvalues \(\lambda_i\) and the initial conditions necessary to start the recursion.

As a final remark, we note that the above solution algorithm for (15) could easily be extended to a larger class of weighting functions consisting of all the positive step functions that are symmetrical about the middle point \((T - d)/2\) of the interval \([-d, T]\). This might actually find an application in the more general TDE problem with an arbitrary number \(M \geq 2\) of equidistant sensors.

**V. COMPUTER SIMULATIONS**

Computer simulations were used to study the comparative performance of the EML, AML, and other related time delay estimators when the asymptotic condition \(T >> \tau_c\) is not satisfied. Our primary concern was not to provide an exhaustive characterization of the performance of the various processors, but rather to determine what kind of improvement, if any, can be achieved by using EML instead of a more conventional method such as AML. Accordingly, we focused our attention on a simple low-pass system and only a few values of the parameters of interest, such as bandwidth, signal-to-noise ratio and true delay, were considered. Nevertheless, the results are quite significant and clearly show that substantial im-

...
provements in performance are possible with EML when the observation interval is short. In this section, we briefly describe the simulations and discuss the results obtained.

A. Simulation Details

The signal $a(t)$ was modeled as a stationary first-order Gauss–Markov process with autocorrelation function and power spectral density

$$ R_a(r) = P e^{-\alpha |r|} $$

$$ G_a(\omega) = \frac{2\alpha P}{\omega^2 + \alpha^2} $$

respectively. $P$ represents the mean-square value of the signal $a(t)$ while $\alpha$ is a measure of its bandwidth (-3 dB point of $G_a(\omega)$). In what follows, we refer to the dimensionless quantity $\alpha T$ as the time-bandwidth product.

In order to implement the simulations on a digital computer, the observation interval $[0, T]$ was divided into $N$ subintervals of length $T_i = T/N$. The true value of the delay parameter was then chosen as a multiple of $T_i$, i.e., $d^* = k^* T_i$ where $k^*$ is an integer. To generate the sample values of the sensor output signals $x_1(t)$ and $x_2(t)$ at the time instants $t_k = (n - 1/2) T_i$ ($n = 1, \ldots, N$), we proceeded as follows. First the sequence $a(t_k)$ ($n = 1 - k^*, \ldots, N$) was obtained by passing a Gaussian white noise sequence through an appropriate first order IIR linear filter. Two other Gaussian white noise sequences $e_1(t_{k_n})$ and $e_2(t_{k_n})$, with variance

$$ E[e_i^2(t_{k_n})] = \frac{1}{T_i} $$

were also generated (these correspond to samples of fictitious band limited white noise processes $e_1(t)$ and $e_2(t)$ with common power spectral density $G_e(\omega) = 1$ for $|\omega| < \pi/T_i$ and 0 otherwise). Finally, the three independent sequences $a(t_{k_n})$, $e_1(t_{k_n})$ and $e_2(t_{k_n})$ were combined according to

$$ x_1(t_{k_n}) = a(t_{k_n}) + e_1(t_{k_n}), $$

$$ x_2(t_{k_n}) = a(t_{k_n-1}) + e_2(t_{k_n}). $$

From the above considerations, it follows that the signal-to-noise ratio (SNR) at the sensor outputs, which we simply define as the signal mean-square value divided by the noise mean-square value, is given by

$$ \text{SNR} = PT_i. $$

Five different methods were used to generate time delay estimates from the simulated data $x_1(t_{k_n})$ and $x_2(t_{k_n})$. They are listed as follows together with their abbreviations: 1) exact maximum likelihood (EML); 2) high SNR version of EML (HEML); 3) asymptotic maximum likelihood (AML); 4) AML with prewinding (WAML); 5) maximization of tapered cross-correlation estimate (MTCC).

For each method, a time delay estimate was first obtained by maximizing the corresponding likelihood function over the restricted set of delay values

$$ d = k T_i, \quad k \in \{k^* - 8, \ldots, k^* + 8\}. $$

This estimate was then refined by applying a three-point quadratic interpolation formula as in [19]. Important simulation details for each of the methods listed above as well as the motivation for Methods 4 and 5 are given in the next paragraphs.

The likelihood function used to generate the EML estimate was obtained via (7), (9), (20), and (21), with the infinite summations in (9) and (20) replaced by finite ones extending from $i = 1$ to a preset value $i = N$, and with the integral over $i$ in (20) approximated by a Riemann sum with step size $T_i$. The eigenvalues $\lambda_i(d)$ and the sample values $\lambda_i(t_{k_n}, d)$ of the eigenfunctions were precomputed using the algorithm of Section IV and stored along with the (truncated) bias term $l_i(d)$.

The HEML estimate was obtained by maximizing the likelihood function $l_i(x; d)$ (24), without using the bias term $l_i(d)$ (9). This later modification was suggested by independent computations revealing the weak dependence of $l_i(d)$ on the parameter $d$. In light of (24), the HEML estimate is therefore completely independent of the signal statistics.

The AML estimate was obtained by maximizing the asymptotic log-likelihood function

$$ L(x; d) = \sum_{i=1}^{M} \frac{2G_a(\omega_i)}{2G_e(\omega_i) + 1} |X_i|^2, \quad \omega_i = \frac{2\pi i}{T} $$

$$ X_i = (2T)^{-1/2} \int_0^T x(t) e^{-j\omega t} dt $$

which can be obtained by the technique outlined in Section II. The integral in (56) was evaluated via radix-2 FFT. In order to make our comparison of EML and AML meaningful, we chose $M = N/2$ as the upper limit of summation in (55). This choice, based on experimental considerations, ensured that the corresponding instrumentations had comparable bandwidths.

The WAML method was similar to the AML method except that the data sequences $x_1(t_{k_n})$ and $x_2(t_{k_n})$ were multiplied by a Hanning window function $w(t_{k_n}) = \sin^2 (\pi T/T_i)$ prior to computing the FFT in (56). This was done as an attempt to limit certain performance degradations observed with the AML estimator and caused by end effects (this is discussed further in Section V-B).

Finally, the MTCC estimate was obtained by maximizing the “tapered” cross-correlation estimate, which is given by [20]

$$ \hat{R}_{12}(d) = \frac{1}{T - d} \int_0^{T-d} x_1(t) x_2(t + d) dt $$
for $0 \leq d \leq T$. Again, this method was considered because it can potentially eliminate problems caused by end effects.

For each choice of system parameters $\alpha T$, $N_s$, SNR, $d^* / T_s$, and $N$ considered, 500 independent simulations were run and at the end, the various statistical performance indicators of interest were computed. These were the percentage of anomalous time delay estimates and the bias and standard deviation of the nonanomalous estimates. Based on Ianniello [19], an estimate $\hat{d}$ was said to be anomalous if $|d - d^*| > \tau_c / 2$, where $\tau_c$, the correlation time of the source signal $a(t)$, is defined here as

$$\tau_c = \frac{1}{R_2(0)} \int_{-\infty}^{\infty} R_2^2(\tau) \, d\tau = \frac{1}{\alpha}. \quad (58)$$

Conversely, $\hat{d}$ was said to be nonanomalous if $|d - d^*| \leq \tau_c / 2$. In order to simplify the discussion in Section V-B, we shall adopt the following notational convention: the symbols $\eta$, $\beta$, and $\sigma$, with one of the subscripts EML, HEML, AML, WAML, and MTCC, will be used to represent, respectively, the percentage of anomalous delay estimates and the bias and standard deviation of the nonanomalous estimates, for the corresponding method of estimation indicated by the subscript.

B. Results

The results presented below were obtained with the following values of the system parameters:

$$\alpha T = 4$$
$$N_s = 32 \quad \text{(i.e., } T_s = T/32)$$
$$d^* / T_s = 0, 2, 4, \cdots , 16$$
$$\text{SNR} = 0, 10, 20 \text{ dB}$$
$$N = 32.$$

The above range for $d^* / T_s$ is quite sufficient to illustrate the practical problems that arise with conventional TDE techniques when the condition $T >> d^*$ is not satisfied. Observe that $d^* / T_s = 16$ corresponds to the case when the true delay is equal to half of the observation interval.

Tables I–III show the percentage of anomalous time delay estimates as a functions of $d^*$, for each of the five estimators considered and for SNR equals 0, 10, and 20 dB, respectively. These tables reveal that the EML estimator achieves the lowest percentage of anomalous estimates for all values of SNR and $d^*$ considered (except for SNR = 0 dB and $d^* = 2$, where $\eta_{AML}$ is slightly lower than $\eta_{EML}$). It is also observed that for a fixed value of $d^*$, $\eta_{EML}$ decreases as SNR increases, while for a fixed value of SNR, $\eta_{EML}$ generally increases as $d^*$ increases. Both these observations are intuitively very conceivable: in the first case, as SNR $\to \infty$, only the signal component

\*Because of the statistical uncertainty resulting from the finite number of simulations used (i.e., 500), a percentage of anomalous estimates corresponding to a number of anomalous trials between 1 and 4 is simply indicated as $<1\%$.

is present at the sensor outputs and since this signal is random in nature, it should be possible to determine $d^*$ exactly (at least in principle); in practice, the estimation accuracy may be limited by finite precision arithmetic); in the second case, as $d^*$ increases, the effective period of time over which perfect correlation is possible between the signal components at the sensor outputs decreases, making it more and more difficult to estimate $d^*$ accurately in the presence of noise.

The behaviors of $\eta_{AML}$ and $\eta_{EML}$ as functions of $d^*$ and SNR are quite different. Indeed, although both quantities are similar for $d^* \leq 2 T_s$, $\eta_{AML}$ suddenly begins to exceed

<table>
<thead>
<tr>
<th>True Delay $d^* / T_s$</th>
<th>EML</th>
<th>AML</th>
<th>WAML</th>
<th>MTCC</th>
<th>HEML</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9.8</td>
<td>10.0</td>
<td>10.0</td>
<td>19.0</td>
<td>42.2</td>
</tr>
<tr>
<td>2</td>
<td>10.2</td>
<td>9.4</td>
<td>11.2</td>
<td>18.0</td>
<td>34.4</td>
</tr>
<tr>
<td>4</td>
<td>12.4</td>
<td>16.2</td>
<td>17.6</td>
<td>21.0</td>
<td>39.4</td>
</tr>
<tr>
<td>6</td>
<td>14.8</td>
<td>24.2</td>
<td>23.2</td>
<td>22.4</td>
<td>40.4</td>
</tr>
<tr>
<td>8</td>
<td>17.2</td>
<td>28.8</td>
<td>36.4</td>
<td>27.4</td>
<td>49.2</td>
</tr>
<tr>
<td>10</td>
<td>14.0</td>
<td>32.2</td>
<td>46.2</td>
<td>24.2</td>
<td>48.0</td>
</tr>
<tr>
<td>12</td>
<td>20.8</td>
<td>40.2</td>
<td>63.4</td>
<td>31.8</td>
<td>56.4</td>
</tr>
<tr>
<td>14</td>
<td>20.0</td>
<td>37.4</td>
<td>64.4</td>
<td>30.0</td>
<td>58.6</td>
</tr>
<tr>
<td>16</td>
<td>19.2</td>
<td>38.6</td>
<td>70.2</td>
<td>32.2</td>
<td>67.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>True Delay $d^* / T_s$</th>
<th>EML</th>
<th>AML</th>
<th>WAML</th>
<th>MTCC</th>
<th>HEML</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>4</td>
<td>&lt;1</td>
<td>2.2</td>
<td>3.2</td>
<td>1.6</td>
<td>&lt;1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>10.6</td>
<td>12.8</td>
<td>3.4</td>
<td>1.8</td>
</tr>
<tr>
<td>8</td>
<td>&lt;1</td>
<td>16.0</td>
<td>26.4</td>
<td>6.2</td>
<td>2.0</td>
</tr>
<tr>
<td>10</td>
<td>&lt;1</td>
<td>17.6</td>
<td>38.4</td>
<td>6.8</td>
<td>3.8</td>
</tr>
<tr>
<td>12</td>
<td>&lt;1</td>
<td>28.0</td>
<td>55.6</td>
<td>9.2</td>
<td>5.4</td>
</tr>
<tr>
<td>14</td>
<td>1.0</td>
<td>26.4</td>
<td>63.0</td>
<td>8.0</td>
<td>9.2</td>
</tr>
<tr>
<td>16</td>
<td>1.0</td>
<td>34.0</td>
<td>71.8</td>
<td>10.2</td>
<td>15.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>True Delay $d^* / T_s$</th>
<th>EML</th>
<th>AML</th>
<th>WAML</th>
<th>MTCC</th>
<th>HEML</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>&lt;1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>&lt;1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>&lt;1</td>
<td>0.0</td>
<td>1.0</td>
<td>&lt;1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>9.0</td>
<td>8.8</td>
<td>&lt;1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>13.6</td>
<td>21.6</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>16.8</td>
<td>34.4</td>
<td>3.0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>24.0</td>
<td>53.6</td>
<td>4.2</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>24.0</td>
<td>60.8</td>
<td>3.8</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>32.0</td>
<td>72.6</td>
<td>5.0</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

TABLE I

<table>
<thead>
<tr>
<th>True Delay $d^* / T_s$</th>
<th>EML</th>
<th>AML</th>
<th>WAML</th>
<th>MTCC</th>
<th>HEML</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9.8</td>
<td>10.0</td>
<td>10.0</td>
<td>19.0</td>
<td>42.2</td>
</tr>
<tr>
<td>2</td>
<td>10.2</td>
<td>9.4</td>
<td>11.2</td>
<td>18.0</td>
<td>34.4</td>
</tr>
<tr>
<td>4</td>
<td>12.4</td>
<td>16.2</td>
<td>17.6</td>
<td>21.0</td>
<td>39.4</td>
</tr>
<tr>
<td>6</td>
<td>14.8</td>
<td>24.2</td>
<td>23.2</td>
<td>22.4</td>
<td>40.4</td>
</tr>
<tr>
<td>8</td>
<td>17.2</td>
<td>28.8</td>
<td>36.4</td>
<td>27.4</td>
<td>49.2</td>
</tr>
<tr>
<td>10</td>
<td>14.0</td>
<td>32.2</td>
<td>46.2</td>
<td>24.2</td>
<td>48.0</td>
</tr>
<tr>
<td>12</td>
<td>20.8</td>
<td>40.2</td>
<td>63.4</td>
<td>31.8</td>
<td>56.4</td>
</tr>
<tr>
<td>14</td>
<td>20.0</td>
<td>37.4</td>
<td>64.4</td>
<td>30.0</td>
<td>58.6</td>
</tr>
<tr>
<td>16</td>
<td>19.2</td>
<td>38.6</td>
<td>70.2</td>
<td>32.2</td>
<td>67.2</td>
</tr>
</tbody>
</table>
\[ \eta_{EML} \text{ around } d^* = 4T_s, \text{ and for } d^* \geq 6T_s, \eta_{AML} \text{ remains much larger than } \eta_{EML}. \text{ What is even more striking is that this "threshold" phenomenon (in the } d^* \text{-domain) observed with AML does not disappear as the SNR increases. In contrast, such a threshold phenomenon is not observed with the EML estimator.} 

The WAML method, which was suggested as a possible approach to attenuate the threshold phenomenon observed with the AML method, does not produce the effect anticipated. In fact, the results for the WAML estimator are generally worse than those for the AML estimator. Although the introduction of a window function in the AML method may effectively lessen edge effects in some cases, it seems that multiplying \( x(t; d^*) \) in (1) by a non-constant window function, and therefore destroying the simple structure of \( a(t; d^*) \), generally results in a loss of correlation between the two channels and hence a higher percentage of anomalous estimates. Thus, the WAML method will not be considered any further.

Interestingly, the results in Tables II and III indicate that at higher SNR, the simple MTCC method does not suffer as much as the AML method from a threshold phenomenon in the \( d^* \)-domain. However, we emphasize that \( \eta_{MTCC} \) is always larger than \( \eta_{EML} \). As a result, the SNR required to make \( \eta_{MTCC} \) lower than a preset level is larger than that required for \( \eta_{EML} \).

Finally, we note that \( \eta_{HEML} \) decreases to a level identical to that of \( \eta_{EML} \) as the SNR increases from 0 to 20 dB. This is consistent with the fact that the HEML estimator was obtained as an approximation to the EML estimator under the assumption of large signal power.

We now examine the statistical behavior of the nonomalous time delay estimates. Fig. 2–4 show the sample bias of the nonomalous estimates as a function of the true delay \( d^* \) for the EML, HEML, AML, and MTCC methods, and for SNR equals 0, 10, and 20 dB, respectively. The vertical line segments in these figures represent the 95% confidence intervals for the true bias of the EML estimator. The confidence intervals \([b_- , b_+]\) for the other estimators have been omitted for clarity of presentation, but they can be determined (within a good approximation) from the standard formula \( b_\pm = b \pm 1.96a/\sqrt{n_a} \), where \( n_a \) is the number of nonomalous estimates, \( b \) is the sample bias, and \( a \) is the sample standard deviation (see Figs. 5–7 for \( a \)). For SNR = 0 dB (Fig. 2), the EML estimator is relatively unbiased (within experimental error) while the AML estimator is negatively biased and the HEML estimator is positively biased. The MTCC estimator is only slightly positively biased. Increasing the SNR (Figs. 3 and 4) eliminates the bias of the HEML and MTCC estimators but not that of the AML estimator which remains strongly biased even for SNR = 20 dB.

Figs. 5–7 show the sample standard deviation of the nonomalous delay estimates as a function of the true delay for SNR = 0 dB.
Monte Carlo approximation to the CRLB, denoted $\sigma_{\text{CRLB}}^2$, was obtained as
\[ \sigma_{\text{CRLB}}^2 = -\langle \left( g''(0) \right) \rangle^{-1} \] (60)
where $\langle \cdot \rangle$ indicates a sample average. This approach for computing the CRLB was motivated by the fact that the standard formulae available in the literature for the CRLB on time delay estimator variance [3], [4] are inapplicable here because the condition $T \gg \tau_0$, $d^*$ is not satisfied.

For $\text{SNR} = 0$ dB (Fig. 5), the four estimation methods give similar results. In this case, the standard deviations of the estimators exceed the CRLB by a factor comprised between 6.4 and 10.2 dB and come very close to the value of $2.31T_0$, which is the standard deviation of a random variable uniformly distributed within the interval $\pm \tau_0/2$.

This indicates that time delay estimation is dominated by large errors, as confirmed by the results in Table I.

As the SNR increases from 0 to 10 dB (Fig. 6), the standard deviations of the EML, AML, and MTCC estimators, as a function of $d^*$, begin to depart quite significantly from each other. Although $\sigma_{\text{AML}}$ is slightly lower than $\sigma_{\text{EML}}$ at $d^* = 0$, the AML estimator experiences again a severe deterioration in performance as $d^*$ increases from 0 to $4T_0$, and for $d^* \geq 4T_0$, $\sigma_{\text{AML}}$ exceeds $\sigma_{\text{EML}}$ by an averaged factor of 10.7 dB. $\sigma_{\text{MTCC}}$, although lower than $\sigma_{\text{AML}}$ for all values of $d^*$ except 0, still exceeds $\sigma_{\text{EML}}$ by an averaged factor of 5.5 dB. It is also important to note that the variance of the EML estimator now exceeds the CRLB by only 2.6 dB at $d^* = 0$ and 5.4 dB at $d^* = 8T_0$ (in comparison to 7.7 and 7.3 dB, respectively, at $\text{SNR} = 0$ dB), indicating a trend towards optimality of the EML estimator as SNR increases. Finally, it is observed that $\sigma_{\text{HEML}}$ is now very close to $\sigma_{\text{EML}}$.

The difference between $\sigma_{\text{EML}}$, $\sigma_{\text{AML}}$, and $\sigma_{\text{MTCC}}$ are even more accentuated at $\text{SNR} = 20$ dB (Fig. 7). In this case, the results show that for $d^* \geq 2T_0$, $\sigma_{\text{AML}}$ exceeds $\sigma_{\text{EML}}$ by an averaged factor of 22.3 dB, while for $\sigma_{\text{MTCC}}$, the corresponding factor is 15.9 dB. In fact, for the AML estimator, increasing the SNR from 10 to 20 dB does not result in a very significant reduction of the standard deviation when $d^* \geq 2T_0$. The results also show that $\sigma_{\text{EML}}$ approaches the CRLB within 1.0 dB at $d^* = 0$ and 2.8 dB at $d^* = 8T_0$. Hence, for such values of $d^*$, the EML estimator is nearly optimal. Finally, although Fig. 7 indicates that $\sigma_{\text{HEML}}$ is slightly lower than $\sigma_{\text{EML}}$, it must be pointed out that $b_{\text{HEML}}$ is always larger than $b_{\text{EML}}$ in magnitude, so that the actual difference between the mean-square errors (about $d^*$) of the EML and HEML estimators is less than the difference between their variances.

Our final remark concerns the sensitivity of the EML method to modeling errors in $G_a(\omega)$. Since the HEML estimator is independent of $G_a(\omega)$ and its performance approaches that of the EML estimator in the limit of high SNR, it would seem that the EML estimator is relatively insensitive to errors in the assumed spectrum, at least at high SNR. As mentioned earlier, this is particularly important for applications in which complete knowledge of $G_a(\omega)$ is not available.
VI. SUMMARY AND CONCLUSIONS

In this paper, we have presented an exact solution to the problem of maximum likelihood time delay estimation between two sensors that is valid for arbitrarily short observation intervals. In other words, the standard assumption $T \gg \tau_c$, $|d|$ made in the derivation of the conventional AML estimator has been relaxed. The resulting EML estimator has been shown to consist of a special finite-time beamformer, followed by a scalar log-likelihood processor based on the eigenvalues and eigenvectors of a one-dimensional integral equation with nonconstant weight. The solution of this integral equation has been obtained for the case of stationary signals with rational power spectral densities. Finally, the performances of the EML, AML, and other related estimators have been compared by means of computer simulations for a first order autoregressive source signal and for system parameter values such that the condition $T \gg \tau_c$, $|d|$ was not satisfied.

The results of these experiments have shown that the AML estimator suffers a dramatic deterioration in performance (large error, bias, and mean-square error) as the ratio $d/T$ increases from 0 to about 0.1, making it essentially useless beyond this point. No such effect has been observed with the EML estimator which had the best overall performances. Moreover, for large SNR, the total mean-square error of the EML estimator came very close to the Cramér–Rao lower bound. Finally, the results have also shown that for large SNR, considerable simplifications of the EML estimator are possible without any significant loss in performance.

APPENDIX A

Proof of Property 1: Using (15), (16), and (3), it can be verified that

$$\lambda_i = \frac{1}{2\pi} \int_{-\infty}^{\infty} G_{\omega}(\omega) |A_{\omega}(\omega)|^2 d\omega$$

(A1)

where

$$A_{\omega}(\omega) = \int_{-T}^{T} \psi_i(t) \rho(t) e^{-j\omega t} dt.$$  

(A2)

Being the Fourier transform of a nonzero function, $A_{\omega}(\omega)$ must be different from zero in some interval $(\omega_1, \omega_2)$, with $\omega_1 < \omega_2$, of the $\omega$ axis. Therefore, since $G_{\omega}(\omega)$ in (4) can only have isolated zeros, (A1) implies $\lambda_i > 0$. Next, since $G_{\omega}(\omega) = \gamma$ only at isolated values of $\omega$, (A1) also implies

$$\lambda_i < \frac{\gamma}{2\pi} \int_{-\infty}^{\infty} |A_{\omega}(\omega)|^2 d\omega.$$  

(A3)

To complete the proof, simply observe that

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} |A_{\omega}(\omega)|^2 d\omega = \int_{-T}^{T} \psi_i(t) \rho(t) dt \leq 2.$$  

(A4)

The equality on the left is a particular case of Parseval’s relation, while the inequality on the right follows from (14) and (16). Combining (A3) and (A4), we finally conclude that $\lambda_i < 2\gamma$.

Proof of Property 2: Since $\lambda_i > 0$, (15) implies that

$$\psi_i(t) = \frac{1}{\lambda_i} \int_{-d}^{T} R_{\psi}(t-u) \psi_i(u) \rho(u) du.$$  

(A5)

The continuity of $\psi_i(t)$ then follows immediately from that of $R_{\psi}(t)$.

Proof of Property 3: Consider the self-adjoint operators $K$ and $O$ defined by

$$[Kf](t) = \int_{-d}^{T} R_{\psi}(t-u) f(u) \rho(u) du, \quad -d \leq t \leq T$$  

(A6)

$$[Of](t) = f(T - d - t), \quad -d \leq t \leq T$$  

(A7)

where $f$ is an arbitrary function in $L_2(\rho)$. Using the identities $R_{\psi}(\tau) = R_{\psi}(-\tau)$ and $\rho(t) = \rho(T - d - t)$, it is not difficult to verify that $K$ and $O$ commute, i.e., $KO = OK$. Hence, according to a well-known property of self-adjoint linear operators, there exists a complete orthonormal set of eigenfunctions common to both operators. For an eigenfunction $\psi_i(t)$ in that set, we have

$$\psi_i(T - d - t) = [O \psi_i](t) = \epsilon_i \psi_i(t)$$  

(A8)

where $\epsilon_i$ is an eigenvalue of the operator $O$. However, since $O^2 = I$, where $I$ is the identity operator in $L_2(\rho)$, the only eigenvalues of $O$ are $\pm 1$. This completes the proof.

APPENDIX B

Proof of Theorem 1: a) Consider the function

$$f(t) = \lambda_i \psi_i(t) - \int_{-d}^{0} R_{\psi}(t-u) \psi_i(u) du,$$

$$-\infty < t < \infty.$$  

(B1)

Denoting by $F(s)$ the BLT of $f(t)$, we have

$$F(s) = \lambda_i \psi_i(s) - \frac{N(s^2)}{D(s^2)} \psi_i(s), \quad -\mu_0 < \text{Re} \, (s) < \mu_0$$  

(B2)

where $\mu_0 = \min \{ \text{Re} \, (s): D^{-}(s) = 0 \}$. Let $D^+$ and $D^-$ be the differential operators defined by

$$D^+ = D^+ \left( \frac{d}{dt} \right), \quad D^- = D^- \left( \frac{d}{dt} \right).$$  

(B3)

It can be shown that [15]

$$D^+ R_{\psi}(t) = 0, \quad t > 0$$  

(B4)

$$D^- R_{\psi}(t) = 0, \quad t < 0.$$  

(B5)

Hence, for $t < -d$, we have

$$D^- f(t) = 0 \quad (t < -d).$$  

(B6)

Similarly, for $t > 0$, we have

$$D^+ f(t) = 0 \quad (t > 0).$$  

(B7)
For \(-d < t < 0\), (28) and (15) imply

\[ f(t) = \int_{-d}^{t} R_u(t-u) \psi(u) \rho(u) \, du. \]  

(B8)

Therefore

\[ \mathcal{D}^{-} f(t) = 0 \quad (-d < t < 0). \]  

(B9)

Now define \((i = 1, 2, 3)\)

\[ F_i(s) = \int_{-d}^{t} f(t)e^{-st} \, dt \]  

(B10)

where \(J_1 = (-\infty, -d), J_2 = (-d, 0), \) and \(J_3 = (0, \infty)\).

As a consequence of (B6), (B7), and (B9), it follows that

\[ \mathcal{D}^{-}(s) F_1(s) = e^{sd}P_1(s) \]  

(B11)

\[ \mathcal{D}^{-}(s) F_2(s) = e^{sd}P_2(s) + P_3(s) \]  

(B12)

\[ \mathcal{D}^{-}(s) F_3(s) = P_4(s) \]  

(B13)

for some real coefficient polynomials \(P_k(s) (k = 1, \cdots, 4)\) of degrees equal at most to \(n - 1\). Now, observing that \(\Sigma F_i(s) = F(s)\) and using (B2), (30), (B11), (B12), and (B13), we finally obtain

\[ \begin{align*}
[\lambda_i D(s^2) - N(s^2)]\Psi_{ij}(s) \\
= D(s^2)F(s) \\
= D^{-}(s)[F_1(s) + F_2(s) + F_3(s)] \\
= e^{sd}D^{-}(s)P_3(s) + Q_1(s)
\end{align*} \]  

(B14)

for some real coefficient polynomials \(P_3(s)\) and \(Q_1(s)\) of degrees at most \(n - 1\) and \(2n - 1\), respectively. Proceeding in a similar way, it can be shown that

\[ \begin{align*}
[\lambda_i D(s^2) - 2N(s^2)]\Psi_{ij}(s) \\
= Q_2(s) + e^{-s(T-d)}Q_3(s) \\
[\lambda_i D(s^2) - N(s^2)]\Psi_{ij}(s) \\
ge^{-s(T-d)}Q_4(s) + e^{-s}D^{-}(s)P_6(s)
\end{align*} \]  

(B15)

(B16)

where \(P_6(s)\) and \(Q_i(s) (k = 2, 3, 4)\) are again real coefficient polynomials of degrees at most \(n - 1\) and \(2n - 1\), respectively.

In order to establish links between the various polynomials \(P_i(s)\) and \(Q_i(s)\), first consider the function

\[ g(t) = \int_{-d}^{t} R_u(t-u) \psi(u) \rho(u) \, du, \quad -\infty < t < \infty. \]  

(B17)

The BLT of \(g(t)\) is given by

\[ G(s) = \frac{N(s^2)}{D(s^2)} [\Psi_{11}(s) + 2\Psi_{12}(s) + 3\Psi_{13}(s)], \]

\[-\mu_0 < \text{Re}(s) < \mu_0. \]  

(B18)

Using (B3), (B4), and (15), it can be verified (exactly as we did for \(f(t)\) in (B11)) that \(g(t)\) in (B17) satisfies

\[ \mathcal{D}^+ g(t) = 0, \quad t > -d. \]  

(B19)

As a result, \(G(s)\) can also be expressed in the form

\[ G(s) = e^{sd} \frac{P_3(s)}{D^{-}(s)} + e^{-sT} \frac{P_4(s)}{D^{-}(s)} \]

\[ + \lambda_i [\Psi_{11}(s) + 2\Psi_{12}(s) + 3\Psi_{13}(s)]. \]  

(B20)

Equating (B18) to (B22) and using (B14)–(B16) to eliminate the \(\Psi_{ij}(s)\), we find

\[ \mathcal{D}^+(s)[P_3(s) + P_4(s)]e^{sd} + [Q_1(s) + Q_2(s)] \]

\[ + [Q_3(s) + Q_4(s)]e^{-sT}T = 0. \]  

(B21)

(B22)

For this equation to be satisfied in the strip \(-\mu_0 < \text{Re}(s) < \mu_0\), the polynomial coefficients of the various exponentials must vanish. From this requirement, we extract (among others) the relation

\[ Q_1(s) + Q_2(s) = 0. \]  

(B23)

In order to obtain a similar relation between \(Q_3(s)\) and \(Q_4(s)\), consider (27). In terms of the \(\psi_j(t)\) defined in (28), (27) implies

\[ \psi_{12}(t) = e^{sd} \psi_{12}(T-d-t) \]  

(B24)

\[ \psi_{13}(t) = e^{sd} \psi_{13}(T-d-t) \]  

(B25)

or, equivalently,

\[ \psi_{12}(s) = e^{-sT-d} \psi_{12}(-s) \]  

(B26)

\[ \psi_{13}(s) = e^{-sT-d} \psi_{13}(-s). \]  

(B27)

Combining (B15) with (B27), we obtain the desired relation between \(Q_3(s)\) and \(Q_4(s)\), namely

\[ Q_3(s) = e^{sT}Q_3(-s). \]  

(B28)

Equations (33) and (34) now follow easily from (B14) and (B15) by eliminating \(Q_3(s)\) and \(Q_4(s)\) with the help of (B24) and (B29) and setting \(P_3(s) = P_5(s)\) and \(Q_3(s) = Q_5(s)\). Because the \(\Psi_{ij}(s)\) are analytic everywhere in the \(s\) plane, the singularities appearing in the right members of (33) and (34) are necessarily removable. Finally, note that (35) in the statement of the theorem is identical to (B28).

This completes the first half of the proof.

b) Using the convolution theorem for the BLT, we have

\[ \int_{-d}^{T} R_u(t-u) \psi(u) \rho(u) \, du \]

\[ = \int_{-\infty}^{\infty} R_u(t-u)[\psi_{12}(u) + 2\psi_{13}(u)] \, du \]

\[ = \frac{1}{2\pi j} \int_{s-j\omega}^{s+j\omega} \left\{ \frac{N(s^2)}{D(s^2)} [\Psi_{11}(s) + 2\Psi_{12}(s) + 3\Psi_{13}(s)] e^{st} \right\} ds \]  

(B30)
where $\sigma$ is any real number in the interval $-\mu_0 < \sigma < \mu_0$. However, by construction of $\Psi_D(s)$, the bracketed quantity under the integral sign in (B30) is equal to

$$
\lambda_i \Psi_D(s) - e^{\sigma t} \frac{P(s)}{D(s)} - e^{-\sigma t} \frac{P(-s)}{D(s)} \quad (B31)
$$

where $\Psi_D(s)$ is the BLT of $\psi(t)$. Therefore,

$$
\int_{-\infty}^{\infty} R_n(t-u) \psi(u) du = \lambda_i \Psi_D(s) - \frac{1}{2\pi} \int_{-\infty}^{\infty} P(s) e^{i(s+\delta) t} ds
$$

$$
- e^{i \delta} \frac{e^{i(s+\delta) t}}{2\pi} \int_{-\infty}^{\infty} P(-s) e^{i(s+\delta) t} ds. \quad (B32)
$$

For $-d < t < T$, the two integrals on the left are zero. This shows that $\lambda_i$ and $\Psi_D(s)$ are solutions of (15). That $\psi(t)$ satisfies (27) is obvious by construction. This completes the proof.
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