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Abstract. This paper is concerned with the stability properties of Runge–Kutta methods for the pantograph equation, a functional differential equation with a proportional delay. The focus is on nonautonomous equations. Both linear and nonlinear cases are considered. Sufficient and necessary conditions for the asymptotic stability of the numerical solution of general neutral pantograph equations are given. An upper bound for the error growth is investigated for algebraically stable methods applied to nonneutral equations. Finally, some stability results are extended to the case of a more general class of equations.
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1. Introduction. Many real-world phenomena can be modelled by initial value problems for functional differential equations of the form

\[(1.1) \quad y'(t) = f(t, y(t), y(t - \tau(t)), y'(t - \tau(t))).\]

In recent years, the study of numerical solvers for this problem has attracted the attention of many authors. The classical case where the term \(\tau(t)\) is a constant can be regarded as a representative of finite time delay and has been widely studied in the literature (see, for example, Baker [1], Bellen and Zennaro [5] and the extensive bibliography therein). Another interesting case, which can be viewed as a representative of infinite time delay, is that of the pantograph equation, where

\[\tau(t) = (1 - q)t, \quad q \in (0, 1).\]

For applications of this type of equation, we refer to Iserles [16].

In order to get insight into the stability of numerical methods for the pantograph equation, the scalar linear autonomous equation

\[(1.2) \quad y'(t) = ay(t) + by(qt) + cy'(qt), \quad t > 0,\]

has been used as a test problem and many interesting results have been found (cf. [2, 6, 7, 8, 9, 17, 18, 22, 24, 25]). In the early work, a constant stepsize was considered. As pointed out in Liu [22, 24], however, this kind of stepsize precludes long time integration due to computer memory restrictions. In order to overcome this difficulty, Liu [22] transformed (1.2) into a differential equation with a constant delay by a change of variable, suggested by Jackiewicz [20]. Later, Liu [24] and Bellen,
Guglielmi, and Torelli [2] proposed nonconstant stepsize strategies where the step-sizes are geometrically increasing and they investigated the stability of $\theta$-methods. Recently, Koto [21] further studied the stability of general Runge–Kutta methods for the multidimensional system

\[ u'(t) = e^t Lu(t) + e^t Mu(t + \log q) + Nu'(t + \log q), \quad t > 0, \]

which is obtained from the equation

\[ y'(t) = Ly(t) + My(qt) + qNy'(qt), \quad t > 0, \]

by a change of the independent variable $u(t) = y(e^t)$, where $L$, $M$, and $N$ are constant complex $d \times d$ matrices. In an abstract sense the geometrically increasing mesh approach and the exponential transform method may be considered to be essentially the same (cf. [21]). Relevant to the nonautonomous pantograph equation, however, only few results on numerical stability have been published. Bellen, Guglielmi, and Torelli [2], and Guglielmi and Zennaro [13] discussed the asymptotic stability of $\theta$-methods for scalar equations with variable coefficients. Bellen, Maset, and Torelli [4] studied the “first step” integration of linear systems of neutral type and investigated the contractivity of continuous Runge–Kutta methods. Zhang and Sun [28, 29] recently obtained some stability results of Runge–Kutta methods for a class of nonlinear equations of nonneutral type (see Theorem 6.1 of this paper).

In this paper, a new approach for proving numerical stability is introduced. Sufficient and necessary conditions for asymptotic stability are derived for both linear and nonlinear problems of neutral type. Also, upper bounds for the error growth are studied for nonneutral systems and some sharper results than those published in the literature are obtained.

This paper is organized as follows. In section 2, the discrete schemes based on Runge–Kutta methods are introduced. In section 3, we focus on the asymptotic stability of the schemes for linear systems of neutral type with variable coefficients. In section 4, an upper bound for the error growth is given for a class of linear problems. In section 5, we turn our attention to nonlinear equations and an asymptotic stability result is derived. In section 6, we further investigate the error growth bound for a class of nonlinear problems. In section 7, we generalize our stability analysis to the case of a more general class of equations. Finally, in section 8, some conclusions are drawn.

2. Adaptation of Runge–Kutta methods to functional-differential equations of pantograph type. In this section, we consider the adaptation of Runge–Kutta methods to the pantograph equation

\[ \begin{cases} 
  y'(t) = f(t, y(t), y(qt), y'(qt)), & t > 0, \\
  y(0) = y_0, 
\end{cases} \]

where $f : [0, +\infty) \times \mathbb{C}^d \times \mathbb{C}^d \times \mathbb{C}^d \to \mathbb{C}^d$, is a given mapping and $q$ is a constant satisfying $q \in (0, 1)$.

Let $(A, b, c)$ denote a given Runge–Kutta method characterized by the $s \times s$ matrix $A = (a_{ij})$ and vectors $b = (b_1, \ldots, b_s)^T$, $c = (c_1, \ldots, c_s)^T$. In this paper we always assume that $\sum_{j=1}^s b_j = 1$. Let $t_n, n = 0, 1, \ldots$, be grid points satisfying

\[ 0 = t_0 < t_1 < t_2 < \cdots < \infty, \quad \lim_{n \to \infty} t_n = \infty, \]
and $h_n = t_{n+1} - t_n$, the corresponding stepsizes. Approximations $y_{n+1}$ to $y(t_{n+1})$ are defined by the following equations:

\begin{align}
(2.2) \quad Y_i^{(n)}(n) &= y_n + h_n \sum_{j=1}^{s} a_{ij} f(t_n + c_j h_n, Y_j^{(n)}, \hat{Y}_j^{(n-m)}, \tilde{Y}_j^{(n-m)}), \quad i = 1, \ldots, s, \\
(2.3) \quad y_{n+1} &= y_n + \sum_{j=1}^{s} b_j f(t_n + c_j h_n, Y_j^{(n)}, \hat{Y}_j^{(n-m)}, \tilde{Y}_j^{(n-m)}),
\end{align}

where each $Y_j^{(n)}$ is an approximation to $y(t_n + c_j h_n)$, the arguments $\tilde{Y}_j^{(n-m)}$ and $\hat{Y}_j^{(n-m)}$ denote approximations to $y(q(t_n + c_j h_n))$ and $y'(q(t_n + c_j h_n))$, respectively, obtained by specific interpolation procedures at the point $t = q(t_n + c_j h_n)$, and $m$ is a positive integer that will be defined later.

In this paper, we consider a nonconstant stepsize strategy where the stepsizes are geometrically increasing. This kind of grid was proposed by Liu [24], and by Bellen, Guglielmi, and Torelli [2]. As pointed out in the above references, it has two advantages. First, it can avoid the computer memory problems in the case of long-time integration. Second, an interpolation procedure is not necessary if we choose the grid such that every delayed point maps exactly onto a past grid point.

To formulate the grid, we partition the half-line $[0, +\infty)$ into a union of bounded intervals as follows:

\[ [0, +\infty) = [0, h] \bigcup_{k=0}^{\infty} (q^{-k} h, q^{-(k-1)} h), \]

where $h$ is an arbitrary but fixed positive number. Second, we further divide every interval $(q^{-k} h, q^{-(k-1)} h]$ into a fixed number $m$ of subintervals whose length is proportionally increasing with the factor $p = q^{-\frac{1}{m}}$, i.e.,

\[ (q^{-k} h, q^{-(k-1)} h] = \bigcup_{i=1}^{m} (q^{-k} p^{i-1} h, q^{-k} p^i h]. \]

The first interval $[0, h]$ is divided as follows:

\[ [0, h] = [0, qh] \bigcup_{i=1}^{m} (q p^{i-1} h, q p^i h]. \]

Therefore, we obtain the global grid defined by

\[ t_n = p^{n-m-1} h, \quad n = 1, 2, \ldots, \]

which gives

\[ h_n = t_{n+1} - t_n = p^{n-m-1} (p - 1) h, \quad n = 1, 2, \ldots, \]

and $h_0 = qh$. Hence, for $n = m + 1, m + 2, \ldots$,

\[ q t_n = t_{n-m} \quad \text{and} \quad q h_n = h_{n-m}, \]

which shows the delayed point is just on the past grid point and

\[ q(t_n + c_j h_n) = t_{n-m} + c_j h_{n-m}. \]
Therefore, we can set
\[ \hat{Y}_j^{(n-m)} = Y_j^{(n-m)}, \]
\[ \hat{Y}_j^{(n-m)} = f(t_{n-m} + c_j h_{n-m}, Y_j^{(n-m)}, Y_j^{(n-2m)}, \hat{Y}_j^{(n-2m)}), \]
which on substitution into (2.2)–(2.3) gives
\[ Y_i^{(n)} = y_n + h_n \sum_{j=1}^{s} a_{ij} \hat{Y}_j^{(n)}, \quad i = 1, \ldots, s, \]
\[ \hat{Y}_j^{(n)} = f(t_{n} + c_j h_{n}, Y_j^{(n)}, Y_j^{(n-m)}, \hat{Y}_j^{(n-m)}), \quad j = 1, \ldots, s, \]
\[ y_{n+1} = y_n + h_n \sum_{j=1}^{s} b_j \hat{Y}_j^{(n)}. \]

**Remark 2.1.** In Liu [24], this kind of stepsize was used in the numerical examples although a slightly more general assumption on the grid was considered in the theoretical analysis. In Bellen, Guglielmi, and Torelli [2], the stepsize strategy in the theoretical analysis is that every interval \([q^{-k}h, q^{-k-1}h]\] is divided into \(m\) intervals of the same size. The strategy of proportionally increasing stepsizes was also suggested in Remark 5.1 of their paper where it is pointed out that this choice can simplify the implementation of the method considerably and leads to a more regular behavior of the error.

**Remark 2.2.** Because we are interested in the stability of the numerical solution, we assume that the initial values \(Y_j^{(n-1)}, \hat{Y}_j^{(n-1)},\) and \(y_n\) are available for \(n = 1, 2, \ldots, m\). For the integration of the first steps, i.e., the initializing methods, we refer to the paper by Bellen, Maset, and Torelli [4].

Now we introduce some concepts which will be used later.

**Definition 2.3** (see [14]). The stability function of a Runge–Kutta method \((A, b, c)\) is defined by
\[ R(z) = 1 + zb^T (I_s - zA)^{-1} e, \]
where \(e = [1, \ldots, 1]^T\) and \(I_s\) stands for the \(s \times s\) identity matrix.

**Definition 2.4.** When \(A\) is nonsingular, the method is called strictly stable at infinity if
\[ |R(\infty)| = |1 - b^T A^{-1} e| < 1. \]

**Definition 2.5** (see [10]). A Runge–Kutta method \((A, b, c)\) is called algebraically stable if the following matrix \(M = [M_{ij}]\) is nonnegative definite:
\[ M = BA + A^T B - b^T b, \]
where \(B = \text{diag}(b_1, b_2, \ldots, b_s)\).

**3. Linear stability.** In this section, we discuss the stability of Runge–Kutta methods for linear systems of the form
\[ y'(t) = L(t)y(t) + M(t)y(qt) + N(t)y'(qt), \quad t > 0, \]
where \(L(t), M(t),\) and \(N(t)\) are complex \(d \times d\) matrices whose entries are continuous functions. First, we recall some results on the stability of the analytical solution. For
the autonomous case (1.4) of (3.1), a result obtained by Liu [23] (see also [16]) implies the following proposition.

**Proposition 3.1.** The zero solution of (1.4) is asymptotically stable if \( L, M \) satisfy

\[
\sigma[L] \subset C^-, \quad \rho[L^{-1}M] < 1,
\]

where \( C^- = \{ z \in C : Re z < 0 \} \), and \( \sigma[\cdot] \) and \( \rho[\cdot] \) denote the spectrum and spectral radius of a matrix, respectively.

For the asymptotic stability of the nonautonomous neutral system (3.1), a result obtained by Iserles and Terjeki [19] implies the following proposition.

**Proposition 3.2.** The zero solution of (3.1) is asymptotically stable if there exists a vector norm \( \| \cdot \|_\ast \) on \( C^d \), with induced matrix norm and the corresponding logarithmic norm \( \mu[\cdot] \) such that for all \( t \geq 0 \) the following statements hold:

\[
\begin{align*}
\mu[L(t)] &\leq 0, \quad \|N(t)\|_\ast \leq \xi_0 < 1, \quad \int_0^\infty \mu[L(t)]dt = -\infty, \\
\max_{x \in [0,1]} \|M(x) + N(x)L(qx)\|_\ast + k_0\mu[L(t)](1 - \xi_0) &\leq 0 \text{ for some } k_0 \in (0,1).
\end{align*}
\]

Now we analyze the conditions of Proposition 3.2 in order to motivate our assumptions for the numerical stability analysis. We consider the nonneutral case, i.e., \( N(t) = 0 \). If \( \limsup_{t \to \infty} \mu[L(t)] = 0 \), from (3.4) it follows that \( M(t) = 0, t \in [0,\infty) \), which leads to a trivial case. Therefore, we assume that for sufficiently large \( t \), \( \mu[L(t)] \leq L_0 < 0 \), which implies that the matrix \( L(t) \) is nonsingular. Hence, from the properties of the logarithmic norm (cf. [12]), it follows that

\[
\|L^{-1}(t)\|_\ast \leq \frac{1}{-\mu(L(t))} \leq \frac{1}{L_0}.
\]

In addition, for every \( u \in C^d \),

\[
-\mu[L(t)]\|u\|_\ast \leq \|L(t)u\|_\ast,
\]

which guarantees that, for every \( v \in C^d \),

\[
-\mu[L(t)]\|L^{-1}(t)M(t)v\|_\ast \leq \|M(t)v\|_\ast.
\]

Therefore, we have

\[
-\mu[L(t)]\|L^{-1}(t)M(t)\|_\ast \leq \|M(t)\|_\ast,
\]

which, combined with (3.4), implies

\[
\|L^{-1}(t)M(t)\|_\ast \leq k_0 < 1.
\]

In our analysis of the asymptotic stability of numerical methods, we will make use of the following assumption, which is a natural extension of the conditions for scalar equations given by Guglielmi and Zennaro [13], and which can also cover condition (3.2) in the autonomous case.

**Assumption A:** There exist a vector norm \( \| \cdot \|_\ast \) on \( C^d \) and induced matrix norm such that the matrices \( L(t), M(t), \) and \( N(t) \) satisfy for all \( t > 0 \)

\[
\|L^{-1}(t)\|_\ast \leq C_0, \quad \|L^{-1}(t)N(t)\|_\ast \leq \hat{C}_0, \quad \|L^{-1}(t)M(t)\|_\ast \leq k_0 < 1,
\]

where \( C_0, \hat{C}_0, k_0 \) are positive constants.
where \( C_0, \hat{C}_0 \) and \( k_0 \) are constants.

The application of method (2.4–2.6) to (3.1) leads to the following difference equation:

\[
\begin{align*}
(3.5) & \quad Y_i^{(n)} = y_n + h_n \sum_{j=1}^{s} a_{ij} \hat{Y}_j^{(n)}, \quad i = 1, \ldots, s, \\
(3.6) & \quad \hat{Y}_j^{(n)} = L(t_n + c_j h_n)Y_j^{(n)} + M(t_n + c_j h_n)Y_j^{(n-m)} \\
& \quad \quad \quad + N(t_n + c_j h_n)\hat{Y}_j^{(n-m)}, \quad j = 1, \ldots, s, \\
(3.7) & \quad y_{n+1} = y_n + h_n \sum_{j=1}^{s} b_{ij} \hat{Y}_j^{(n)}.
\end{align*}
\]

Now we present a preliminary result that will be used further on. For the difference equation

\[
\begin{align*}
(3.8) & \quad u_n = \lambda_1 u_{n-m} + \lambda_2 v_n + \lambda_3 v_{n-m}, \\
(3.9) & \quad v_{n+1} = \lambda_4 v_n + \lambda_5 u_n,
\end{align*}
\]

with \( \lambda_i \in \mathbb{C} \), we have the asymptotic stability result stated in the following lemma.

**Lemma 3.3.** The difference equation (3.8)–(3.9) is asymptotically stable if

\[
(3.10) \quad |\lambda_1| < 1, \quad |\lambda_4| < 1, \quad (|\lambda_2| + |\lambda_3|)|\lambda_5| < (1 - |\lambda_1|)(1 - |\lambda_4|).
\]

*Proof.* It is easy to see that the characteristic equation of (3.8)–(3.9) is given by

\[
\det \begin{bmatrix} 1 - \lambda_1 z^{-m} & -\lambda_2 - \lambda_3 z^{-m} \\ -\lambda_5 & z - \lambda_4 \end{bmatrix} = 0,
\]

which gives

\[
(3.11) \quad \lambda_5(\lambda_2 + \lambda_3 z^{-m}) = z(1 - \lambda_4 z^{-1})(1 - \lambda_1 z^{-m}).
\]

Suppose \( |\lambda_1| < 1, |\lambda_4| < 1 \), and there exists \( z \in \mathbb{C} \) satisfying (3.11) with \( |z| \geq 1 \). Then

\[
|\lambda_5|(\lambda_2 + \lambda_3) \geq (1 - |\lambda_4|)(1 - |\lambda_1|),
\]

which contradicts the third inequality of (3.10). This completes the proof. \( \square \)

Now we state and prove the main result of this section.

**Theorem 3.4.** Let Assumption \( A \) hold and the matrix \( A \) be nonsingular. Then the difference equation (3.5–3.7) is asymptotically stable if the underlying Runge–Kutta method is strictly stable at infinity.

*Proof.* It follows from (3.6) that

\[
L^{-1}(t_n + c_i h_n)\hat{Y}_i^{(n)} = Y_i^{(n)} + L^{-1}(t_n + c_i h_n)M(t_n + c_i h_n)Y_i^{(n-m)} \\
\quad \quad \quad + L^{-1}(t_n + c_i h_n)N(t_n + c_i h_n)\hat{Y}_i^{(n-m)}, \quad i = 1, \ldots, s,
\]

which in combination with Assumption \( A \) gives

\[
(3.12) \quad \|Y_i^{(n)}\|_* \leq k_0\|Y_i^{(n-m)}\|_* + C_0\|\hat{Y}_i^{(n)}\|_* + \hat{C}_0\|\hat{Y}_i^{(n-m)}\|_*.
\]
On the other hand, (3.5) plus the nonsingularity of $A$ implies

\[ \hat{Y}_i^{(n)} = h_n^{-1} \sum_{j=1}^s D_{ij}(Y_j^{(n)} - y_n), \]  

where $D = [D_{ij}] = A^{-1}$. Substituting (3.13) into (3.7) yields

\[ y_{n+1} = R(\infty)y_n + \sum_{i=1}^s \sum_{j=1}^s b_i D_{ij} Y_j^{(n)}. \]  

Hence, there exists a constant $C_1 > 0$ such that

\[ \|y_{n+1}\|_* \leq |R(\infty)|\|y_n\|_* + C_1 \sum_{i=1}^s \|Y_i^{(n)}\|_. \]  

A combination of (3.12) and (3.13) leads to

\[ \sum_{i=1}^s \|Y_i^{(n)}\|_* \leq k_0 \sum_{i=1}^s \|Y_i^{(n-m)}\|_* + \sum_{i=1}^s \sum_{j=1}^s |D_{ij}|(h_n^{-1}C_0\|Y_j^{(n)} - y_n\|_* + h_n^{-1}C_0\|Y_j^{(n-m)} - y_{n-m}\|_*), \]  

which shows that there exists a constant $\hat{C}_1 > 0$ such that

\[ \sum_{i=1}^s \|Y_i^{(n)}\|_* \leq k_0 \sum_{i=1}^s \|Y_i^{(n-m)}\|_* + \hat{C}_1 \left[h_n^{-1} \left( \sum_{j=1}^s \|Y_j^{(n)}\|_* + \|y_n\|_* \right) + h_n^{-1} \left( \sum_{j=1}^s \|Y_j^{(n-m)}\|_* + \|y_{n-m}\|_* \right) \right]. \]  

Considering $h_n \to \infty$, there exist positive numbers $N_0, k_1 < 1$, and $C_2 < (1 - k_1)(1 - |R(\infty)|)/(2C_1)$ such that for every $n > N_0$,

\[ \sum_{i=1}^s \|Y_i^{(n)}\|_* \leq k_1 \sum_{i=1}^s \|Y_i^{(n-m)}\|_* + C_2(\|y_n\|_* + \|y_{n-m}\|_*). \]  

An application of Lemma 3.3 to (3.15) and (3.17) gives

\[ \lim_{n \to \infty} \|y_n\|_* = 0 \quad \text{and} \quad \lim_{n \to \infty} \sum_{i=1}^s \|Y_i^{(n)}\|_* = 0. \]  

Considering (3.13), we have

\[ \lim_{n \to \infty} \sum_{i=1}^s h_n\|\hat{Y}_i^{(n)}\|_* = 0. \]  

Therefore, the difference equation (3.5–3.7) is asymptotically stable. This completes the proof. \( \square \)
Remark 3.5. In the case of constant coefficients, it is well known that the condition $\rho[L^{-1}M] < 1$ is equivalent to the condition that there exists a norm $\| \cdot \|_*$ such that $\|L^{-1}M\|_* < 1$. Therefore, specializing Theorem 3.4 to the case of autonomous equations, the obtained result is in accordance with that by Koto [21]. Here we have given a new approach to the proof which allowed us to study the variable coefficient case.

Remark 3.6. In the proof we only use the fact that $h_n \to \infty$. Hence, our result is also valid for the other grid types proposed in [2, 24]. In addition, it is easily seen from the proof that, if the condition $\|L^{-1}(t)M(t)\|_* \leq k_0 < 1$ in Assumption A is replaced by $\lim_{t \to \infty} \|L^{-1}(t)M(t)\|_* \leq k_0 < 1$, Theorem 3.4 still holds. In the one-dimensional case, the latter has been assumed for the stability analysis of $\theta$-methods in [2]. Finally, specializing Theorem 3.4 to the nonneutral case, the induced result is also new.

Next, we show that the assumption of strict stability at infinity is also necessary for the asymptotic stability of the difference equation.

Lemma 3.7. Suppose the matrix $A$ is nonsingular. Then there exists a constant $N_1 > 0$ such that

$$|R(z)| \geq |R(\infty)| - 2|z^{-1}|b^T A^{-2} e|, \quad |z| \geq N_1, \quad z \in \mathbb{C}. \quad (3.18)$$

Proof. Considering the nonsingularity of $A$ and the fact

$$(A - z^{-1} I_s)^{-1} = A^{-1} + z^{-1} A^{-1} (A - z^{-1} I_s)^{-1},$$

we have

$$R(z) = R(\infty) - z^{-1} b^T A^{-1} (A - z^{-1} I_s)^{-1} e,$$

which gives

$$|R(z)| \geq |R(\infty)| - |z^{-1}| b^T A^{-1} (A - z^{-1} I_s)^{-1} e|. \quad (3.19)$$

Considering

$$\lim_{z \to \infty} |b^T A^{-1} (A - z^{-1} I_s)^{-1} e| = |b^T A^{-2} e|,$$

there exists a constant $N_1$ such that for every $z \in \mathbb{C}$ with $|z| \geq N_1$,

$$|b^T A^{-1} (A - z^{-1} I_s)^{-1} e| \leq 2|b^T A^{-2} e|,$$

which, together with (3.19), implies the conclusion.

The application of method (2.4–2.6) to the scalar equation

$$y'(t) = \lambda y(t), \quad \lambda \in \mathbb{R}, \quad (3.20)$$

leads to the difference equation

$$y_{n+1} = R(h_n \lambda) y_n. \quad (3.21)$$

Theorem 3.8. Suppose the matrix $A$ is nonsingular and there exists a constant $\lambda_0$ such that the difference equation (3.21) is asymptotically stable for every $\lambda$ satisfying $\lambda \lambda_0 > \lambda_0^2$. Then the underlying Runge–Kutta method is strictly stable at infinity.
Proof. Suppose \( |R(\infty)| \geq 1 \). By the assumptions of the theorem we can choose \( \lambda \) such that
\[
\lambda \lambda_0 > \lambda_0^2, \quad |h_1 \lambda| \geq N_1, \quad \text{and} \quad |h_1 \lambda| > 4|b^T A^{-2} e|, \quad i = 0, 1,
\]
which gives
\[
|h_n \lambda| \geq N_1 \quad \text{and} \quad |h_n \lambda| > 4|b^T A^{-2} e|, \quad n = 0, 1, 2, \ldots.
\]
Considering Lemma 3.7, we have
\[
|R(h_n \lambda)| \geq |R(\infty)| - 2|h_n \lambda|^{-1}|b^T A^{-2} e|
\geq |R(\infty)| \exp(-4|h_n \lambda|^{-1}|b^T A^{-2} e|/|R(\infty)|)
= |R(\infty)| \exp(-4p^{-n+1}|h_1 \lambda|^{-1}|b^T A^{-2} e|/|R(\infty)|),
\]
where we have used the fact that the function \( 1 - x - \exp(-2x) \) is positive for \( x \in (0, 1/2) \). Therefore,
\[
\prod_{i=1}^{n} |R(h_i \lambda)| \geq \prod_{i=1}^{n} |R(\infty)| \exp(-4p^{-i+1}|h_1 \lambda|^{-1}|b^T A^{-2} e|/|R(\infty)|)
= |R(\infty)|^n \exp\left(-\frac{1-p^{-n}}{1-p^{-1}}4|h_1 \lambda|^{-1}|b^T A^{-2} e|/|R(\infty)|\right),
\]
which shows that the difference equation (3.21) is not asymptotically stable. This completes the proof.

Corollary 3.9. Suppose the matrix \( A \) is nonsingular and there exists a constant \( \lambda_0 < 0 \) such that (3.21) is asymptotically stable for every \( \lambda \in (-\infty, \lambda_0] \). Then the underlying Runge–Kutta method is strictly stable at infinity.

4. An upper bound of error growth for linear problems. Asymptotic stability implies that the initial error will eventually vanish for sufficiently large time points. From the viewpoint of a practical computation, it is also important to give an upper bound of error growth. This subject was studied in Koto [21], where the nonneutral pantograph equation
\[
(4.1) \quad \begin{cases}
\dot{y}(t) = Ly(t) + My(qt), & t > 0, \\
y(0) = y_0,
\end{cases}
\]
was used as a test problem and algebraically stable methods were considered. In this section we follow Koto’s practice and pursue a sharper result for (4.1), which can be regarded as an error equation of a linear problem.

The application of method (2.4–2.6) to (4.1) yields
\[
(4.2) \quad Y^{(n)} = (e \otimes I_d)y_n + h_n (A \otimes I_d) \hat{Y}^{(n)},
\]
\[
(4.3) \quad \hat{Y}^{(n)} = (I_s \otimes L)Y^{(n)} + (I_s \otimes M)Y^{(n-m)},
\]
\[
(4.4) \quad y_{n+1} = y_n + h_n (b^T \otimes I_d) \hat{Y}^{(n)},
\]
where \( \otimes \) denotes the Kronecker product and
\[
Y^{(n)} = \left( Y_1^{(n)^T}, Y_2^{(n)^T}, \ldots, Y_s^{(n)^T} \right)^T, \quad \hat{Y}^{(n)} = \left( \hat{Y}_1^{(n)^T}, \hat{Y}_2^{(n)^T}, \ldots, \hat{Y}_s^{(n)^T} \right)^T.
\]
The following notation is a generalization of that in [21]:

\[ \mathcal{H}(\sigma) = - \begin{bmatrix} L^*G + GL + E & GM \\ M^*G & -\sigma E \end{bmatrix}, \]

where \( G \) and \( E \) are Hermitian positive definite matrices and the superscript \( * \) stands for the Hermitian adjoint. It is also seen that \( \mathcal{H}(\sigma_2) \) is necessarily nonnegative definite if \( \mathcal{H}(\sigma_1) \) is nonnegative definite and \( \sigma_2 > \sigma_1 \). In the scalar case, if the complex numbers \( L, M \) satisfy

\[ \sqrt{\sigma} (\Re L) + |M| < 0, \]

then \( \mathcal{H}(\sigma) \) is nonnegative definite.

Throughout this section, we assume that the notations are the same as those in section 3.

**Lemma 4.1.** Suppose that the method \((A, b, c)\) is algebraically stable and there exist a constant \( \sigma \) and matrices \( G \) and \( E \) such that \( \mathcal{H}(\sigma) \) is nonnegative definite. Then the following inequality holds true:

\[ y_{n+1}^*Gy_{n+1} \leq y_n^*Gy_n - h_n Y^{(n)}(B \otimes E)Y^{(n)} + \sigma h_n Y^{(n-m)}(B \otimes E)Y^{(n-m)}. \]

**Proof.** As in Burrage and Butcher [10], where it is proved that algebraic stability implies B-stability, we can obtain

\[
y_{n+1}^*Gy_{n+1} - y_n^*Gy_n - h_n Y^{(n)}(B \otimes G)\hat{Y}^{(n)} - h_n \hat{Y}^{(n)}(B \otimes G)Y^{(n)} = -h_n^2 \hat{Y}^{(n)}(\mathcal{M} \otimes G)\hat{Y}^{(n)}.
\]

By using the algebraic stability of the method, we have

\[
y_{n+1}^*Gy_{n+1} \leq y_n^*Gy_n + h_n Y^{(n)}(B \otimes G)\hat{Y}^{(n)} + h_n \hat{Y}^{(n)}(B \otimes G)Y^{(n)}
\]

\[
= y_n^*Gy_n - h_n Y^{(n)}(B \otimes E)Y^{(n)} + \sigma h_n Y^{(n-m)}(B \otimes E)Y^{(n-m)}
\]

\[
- h_n \sum_{i=1}^{s} b_i (Y_i^{(n)}\hat{Y}_i^{(n-m)})^\mathcal{H}(\sigma)(Y_i^{(n)}Y_i^{(n-m)})^T
\]

which by the nonnegative definiteness of \( \mathcal{H}(\sigma) \) gives (4.6). \( \square \)

**Theorem 4.2.** Suppose that the method \((A, b, c)\) is algebraically stable and there exist matrices \( G \) and \( E \) such that \( \mathcal{H}(q) \) is nonnegative definite. Then we have that for every \( n \geq m \),

\[ y_{n+1}^*Gy_{n+1} + \sum_{i=n-m+1}^{n} h_i Y^{(i)}(B \otimes E)Y^{(i)} \leq y_n^*Gy_n + \sum_{i=n-m}^{n-1} h_i Y^{(i)}(B \otimes E)Y^{(i)}. \]

**Proof.** Inequality (4.7) immediately follows from Lemma 4.1 and the fact \( qh_n = h_{n-m}. \) \( \square \)

**Remark 4.3.** By the same argument as in section 5 of Koto [21], it is seen that the functional

\[ V(y(t)) = y(t)^*Gy(t) + \int_{qt}^{t} y(x)^*Ey(x)dx \]
is a Liapunov functional for equation (4.1) if $\mathcal{H}(q)$ is nonnegative definite. Inequality (4.7) can be regarded as a discrete analogue.

Remark 4.4. The proof of Lemma 4.1 is closely related to its counterpart in [21]. There, (4.1) was studied through an investigation of the corresponding constant delay system transformed by a change of independent variable.

In the following, we derive a result which can be applied to the more general case where $\mathcal{H}(\sigma)$ is nonnegative definite for some $\sigma \in [q, 1)$. Except for certain special statements, the following results remain valid for $\sigma \geq 1$ although they may not result in stability when $\sigma \geq 1$.

Lemma 4.5. Suppose that the method $(A, b, c)$ is algebraically stable and there exist a constant $\sigma \geq q$ and matrices $G$ and $E$ such that $\mathcal{H}(\sigma)$ is nonnegative definite. Then we have that for every $k \geq 0$,

$$
\sum_{i=1}^{m} p^{-(k+2)m-i} Y^{((k+2)m-i)}(B \otimes E)Y^{((k+2)m-i)} \leq q^{2} \sigma^{k} \delta,
$$

where

$$
\delta = ph_{1}^{-1} y_{m}^{*} G y_{m} + q^{-1} \sigma \sum_{i=0}^{m-1} p^{i} Y^{(i)}(B \otimes E)Y^{(i)}.
$$

Proof. It follows from Lemma 4.1 that

$$
y_{n+1}^{*} G y_{n+1} \leq y_{n}^{*} G y_{n} - h_{1} n^{-1} Y^{(n)}(B \otimes E)Y^{(n)}
+ \sigma q^{-1} h_{1} n^{-m-1} Y^{(n-m)}(B \otimes E)Y^{(n-m)}.
$$

By induction, one arrives at

$$
y_{n+1}^{*} G y_{n+1} \leq y_{m}^{*} G y_{m} - h_{1} \sum_{i=n-m+1}^{n} p^{i-1} Y^{(i)}(B \otimes E)Y^{(i)}
+ (-1 + \sigma q^{-1}) h_{1} \sum_{i=m}^{n-m} p^{i-1} Y^{(i)}(B \otimes E)Y^{(i)}
+ \sigma q^{-1} h_{1} \sum_{i=0}^{m-1} p^{i-1} Y^{(i)}(B \otimes E)Y^{(i)}.
$$

Therefore,

$$
\sum_{i=n-m+1}^{n} p^{i} Y^{(i)}(B \otimes E)Y^{(i)} \leq \delta + (-1 + \sigma q^{-1}) \sum_{i=m}^{n-m} p^{i} Y^{(i)}(B \otimes E)Y^{(i)}.
$$

Let $n = (k+2)m - 1$ for $k \geq 0$. We have

$$
p^{(k+2)m} \sum_{i=1}^{m} p^{-(k+2)m-i} Y^{((k+2)m-i)}(B \otimes E)Y^{((k+2)m-i)} \leq \delta + (-1 + \sigma q^{-1}) \sum_{l=0}^{k-1} p^{(l+2)m} \sum_{i=1}^{m} p^{-(l+2)m-i} Y^{((l+2)m-i)}(B \otimes E)Y^{((l+2)m-i)},
$$
which gives

\[
\sum_{i=1}^{m} p^{-i} Y^{((k+2)m-i)} (B \otimes E) Y^{((k+2)m-i)} \\
\leq q^{k+2} \delta + (-1 + \sigma q^{-1}) \sum_{i=1}^{k} q^{i} \sum_{i=1}^{m} p^{-i} Y^{((k+2-l)m-i)} (B \otimes E) Y^{((k+2-l)m-i)}.
\]

We prove (4.8) by induction. When \( k = 0 \), (4.8) follows directly from the above inequality. Now we assume that (4.8) holds for every \( k < j \) and show that it then also holds for \( k = j \). It follows from the above inequality that

\[
\sum_{i=1}^{m} p^{-i} Y^{((j+2)m-i)} (B \otimes E) Y^{((j+2)m-i)} \\
\leq q^{j+2} \delta + (-1 + \sigma q^{-1}) \sum_{i=1}^{j} q^{i} \sum_{i=1}^{m} p^{-i} Y^{((j+2-l)m-i)} (B \otimes E) Y^{((j+2-l)m-i)} \\
\leq q^{j+2} \delta + (-1 + \sigma q^{-1}) \sum_{i=1}^{j} q^{i+2} \sigma^{i} \delta \\
= q^{2} \sigma^{j} \delta.
\]

Therefore, (4.8) holds for every \( k \geq 0 \). This completes the proof.

\[\square\]

**Corollary 4.6.** Under the assumptions of Lemma 4.5, (4.8) implies that,

\[
Y^{(n)} (B \otimes E) Y^{(n)} \leq \sigma^{n/m} \delta, \quad \text{for every } n \geq m.
\]

**Proof.** It follows from (4.8) that for every \( k \geq 0, i \in \{1, \ldots, m\}, \)

\[
Y^{((k+2)m-i)} (B \otimes E) Y^{((k+2)m-i)} \leq p^{-i} \sigma^{k} \delta = q^{2} \sigma^{2} \sigma^{k} \delta \leq \sigma^{k+2-i/m} \delta,
\]

which gives (4.10). \[\square\]

**Theorem 4.7.** Suppose that the method \((A, b, c)\) with a nonsingular matrix \( A \) is algebraically stable, \( b_{i} > 0 \) for all \( i \) and there exist a constant \( \sigma \geq q \) and matrices \( G \) and \( E \) such that \( H(\sigma) \) is nonnegative definite. Then there exists a constant \( \bar{C} \) such that for every \( n \geq m, \)

\[
\|y_{n+1}\|_{*} \leq |R(\infty)|^{n+1-m} \|y_{m}\|_{*} + \bar{C} \sigma^{1/2} \delta^{1/2} \psi_{n+1-m}(|R(\infty)|, \sigma^{1/2} m),
\]

where \( \| \cdot \|_{*} \) denotes a norm on \( \mathbb{C}^{d} \), and

\[
\psi_{n}(x, y) = \begin{cases} 
\frac{x^{n} - y^{n}}{x - y}, & x \neq y, \\
\frac{1}{n} x^{n-1}, & x = y.
\end{cases}
\]

**Proof.** Since \( b_{i} > 0 \) for all \( i \), it follows from Corollary 4.6 that there exists a constant \( \tilde{C} \) such that for every \( n \geq m \)

\[
\sum_{j=1}^{s} \|Y_{j}^{(n)}\|_{*} \leq \tilde{C} \sigma^{n/2} \delta^{1/2}.
\]
Considering (3.14) and the assumptions from the statement of the theorem, there exists a constant $\tilde{C}^2$ such that

$$\|y_{n+1}\|_* \leq |R(\infty)|\|y_n\|_* + \tilde{C}_2 \sum_{j=1}^{s} \|Y_j^{(n)}\|_*.$$  

By induction, we have

$$\|y_{n+1}\|_* \leq |R(\infty)|\|y_n\|_* + \tilde{C}_1 \tilde{C}^2 \sigma^{n/2m} \delta^{j/2}$$

$$\leq |R(\infty)|^{n+1-m} \|y_m\|_* + \tilde{C}_1 \tilde{C}^2 \sigma^{1/2} \delta^{1/2} \sum_{i=0}^{n-m} |R(\infty)|^i \sigma^{(n-m-i)/2m}.$$  

This implies inequality (4.12).

Using the fact that $R(\infty) = 0$ for the Radau IA, Radau IIA, and Lobatto IIIC methods, and the fact that $|R(\infty)| = 1$ for the Gauss methods, we can state the following corollaries.

**Corollary 4.8.** Suppose that there exist a constant $\sigma \geq q$ and matrices $G$ and $E$ such that $\mathcal{H}(\sigma)$ is nonnegative definite. Then for any Radau IA, Radau IIA, or Lobatto IIIC method, there exists a constant $\bar{C}$ such that for every $n \geq m$,

$$\|y_{n+1}\|_* \leq \bar{C} \sigma^{n/2m} \delta^{j/2}.$$  

**Corollary 4.9.** Suppose that there exist a constant $\sigma \in [q, 1)$ and matrices $G$ and $E$ such that $\mathcal{H}(\sigma)$ is nonnegative definite. Then for any Gauss method, there exists a constant $\bar{C}$ such that for every $n \geq m$,

$$\|y_{n+1}\|_* \leq \|y_m\|_* + \bar{C} \sigma^{1/2} \delta^{1/2} \frac{1}{1 - \sigma^{j/2m}}.$$  

**Remark 4.10.** The Assumption (L) in Koto [21] is equivalent to the condition that there exist matrices $G$ and $E$ such that $\mathcal{H}(q)$ is nonnegative definite. Our result can be applied to the more general case $\sigma \geq q$.

**5. Nonlinear stability.** In this section, we derive conditions which guarantee the asymptotic stability of the numerical solution of nonlinear equations. First, we recall a result on the asymptotic stability of the analytical solution. Consider a system defined by the same function $f$ as in (2.1) but with a different initial value,

$$\begin{cases} z'(t) = f(t, z(t), z(qt), z'(qt)), & t > 0, \\ z(0) = z_0. \end{cases}$$

Let $\langle \cdot, \cdot \rangle$ be an inner product on $\mathbb{C}^d$, let $\| \cdot \|$ be the corresponding norm, and let the function $f$ satisfy the conditions

$$\begin{align*}
\text{Re}\langle u_1 - u_2, f(t, u_1, v, \nu) - f(t, u_2, v, \nu) \rangle &\leq \alpha(t)\|u_1 - u_2\|^2, \\
&\quad \text{for } t > 0, u_1, u_2, v, \nu \in \mathbb{C}^d, \\
\|f(t, u, v_1, \nu_1) - f(t, u, v_2, \nu_2)\| &\leq \beta(t)\|v_1 - v_2\| + \gamma(t)\|\nu_1 - \nu_2\|, \\
&\quad \text{for } t > 0, u, v_1, v_2, \nu_1, \nu_2 \in \mathbb{C}^d,
\end{align*}$$

where $\alpha(t)$, $\beta(t)$, and $\gamma(t)$ are continuous functions. An application of Theorem 2.1 in Zennaro [27] (see also [5]) gives the following proposition.
Proposition 5.1. Suppose $\gamma(t) = 0$ and the functions $\alpha(t)$ and $\beta(t)$ satisfy
\begin{equation}
\alpha(t) \leq \alpha_0 < 0, \quad t > 0, \tag{5.4}
\end{equation}
and, for some nonnegative real number $k_0 < 1$,
\begin{equation}
k_0 \alpha(t) + \beta(t) \leq 0, \quad t > 0. \tag{5.5}
\end{equation}
Then, for the solutions $y(t)$ and $z(t)$ of (2.1) and (5.1), it holds that
\begin{equation}
\lim_{t \to \infty} \|y(t) - z(t)\| = 0. \tag{5.6}
\end{equation}

Remark 5.2. In the literature, we have not found any stability results on general nonlinear neutral equations. Some results on equations of special form, such as separable systems and equations of Hale’s form, can be found in [3, 19, 26]. We do not give the details of those results because they cannot directly be applied to equations of the form (2.1). Here, we will only use conditions (5.4) and (5.5) plus the boundedness of $\gamma(t)$ to analyze the asymptotic stability of numerical methods for nonlinear neutral equations of the form (2.1). Stability results for nonneutral equations are given in [5] (Theorem 9.7.1).

The Runge–Kutta method $(A, b, c)$ applied to problem (5.1) leads to the following process:
\begin{equation}
Z^{(n)}_i = z_n + h_n \sum_{j=1}^{s} a_{ij} \hat{Z}^{(n)}_j, \quad i = 1, \ldots, s, \tag{5.7}
\end{equation}
\begin{equation}
\hat{Z}^{(n)}_j = f(t_n + c_j h_n, Z^{(n-m)}_j, Z^{(n-m)}_j), \quad j = 1, \ldots, s, \tag{5.8}
\end{equation}
\begin{equation}
z_{n+1} = z_n + h_n \sum_{j=1}^{s} b_{ij} \hat{Z}^{(n)}_j. \tag{5.9}
\end{equation}
Let
\begin{equation}
w_n = y_n - z_n, \quad W^{(n)}_j = Y^{(n)}_j - Z^{(n)}_j, \quad j = 1, \ldots, s. \tag{5.10}
\end{equation}
It follows from (2.4–2.6) and (5.7–5.9) that
\begin{equation}
W^{(n)}_i = w_n + h_n \sum_{j=1}^{s} a_{ij} (\hat{Y}^{(n)}_j - \hat{Z}^{(n)}_j), \quad i = 1, \ldots, s, \tag{5.11}
\end{equation}
\begin{equation}
w_{n+1} = w_n + h_n \sum_{j=1}^{s} b_{ij} (\hat{Y}^{(n)}_j - \hat{Z}^{(n)}_j). \tag{5.12}
\end{equation}

Now we are in the position to state and prove the main result of this section.

Theorem 5.3. Suppose that the method $(A, b, c)$ with a nonsingular matrix $A$ is strictly stable at infinity and that there exist positive constants $C_3$, $C_4$, and $k_2$ such that
\begin{equation}
0 < -\alpha^{-1}(t) \leq C_3, \quad |\alpha^{-1}(t)\gamma(t)| \leq C_4, \quad |\alpha^{-1}(t)\beta(t)| \leq k_2 < 1. \tag{5.13}
\end{equation}
Then, the following results hold:
\begin{equation}
\lim_{n \to \infty} \|w_n\| = 0, \quad \lim_{n \to \infty} \sum_{j=1}^{s} \|W^{(n)}_j\| = 0, \tag{5.14}
\end{equation}
\begin{equation}
\lim_{n \to \infty} h_n \sum_{j=1}^{s} \|\hat{Y}^{(n)}_j - \hat{Z}^{(n)}_j\| = 0. \tag{5.15}
\end{equation}
(5.15) \[ \hat{Y}_i^{(n)} - \hat{Z}_i^{(n)} = h_n^{-1} \sum_{j=1}^{s} D_{ij}(W_j^{(n)} - w_n), \quad i = 1, \ldots, s, \]

where \( D = [D_{ij}] = A^{-1} \). Substituting (5.15) into (5.11) yields
\[
(5.16) \quad w_{n+1} = R(\infty)w_n + \sum_{i=1}^{s} \sum_{j=1}^{s} b_i D_{ij} W_j^{(n)}.
\]

Hence, there exists a constant \( C_5 > 0 \) such that
\[
(5.17) \quad \|w_{n+1}\| \leq |R(\infty)|\|w_n\| + C_5 \sum_{i=1}^{s} \|W_i^{(n)}\|.
\]

On the other hand, conditions (5.2) and (5.3) imply that \( \text{Re}(W_j^{(n)}, \hat{Y}_j^{(n)} - \hat{Z}_j^{(n)}) \) can be rewritten and bounded as follows:
\[
\text{Re}(W_j^{(n)}, f(t_n + c_j h_n, Y_j^{(n)}, Y_j^{(n-m)}, \hat{Y}_j^{(n-m)}) - f(t_n + c_j h_n, Z_j^{(n)}, Y_j^{(n-m)}, \hat{Y}_j^{(n-m)}))
+ \text{Re}(W_j^{(n)}, f(t_n + c_j h_n, Y_j^{(n-m)}, \hat{Y}_j^{(n-m)}) - f(t_n + c_j h_n, Z_j^{(n)}, Z_j^{(n-m)}, \hat{Z}_j^{(n-m)}))
\leq \alpha(t_n + c_j h_n)\|W_j^{(n)}\|^2 + \beta(t_n + c_j h_n)\|W_j^{(n)}\|\|W_j^{(n-m)}\|
+ \gamma(t_n + c_j h_n)\|W_j^{(n)}\|\|\hat{Y}_j^{(n-m)} - \hat{Z}_j^{(n-m)}\|.
\]

Considering the inequality
\[
\text{Re}(W_j^{(n)}, \hat{Y}_j^{(n)} - \hat{Z}_j^{(n)}) \geq -\|W_j^{(n)}\|\|\hat{Y}_j^{(n)} - \hat{Z}_j^{(n)}\|,
\]
we have that
\[
(5.18) \quad \|W_j^{(n)}\| \leq k_2\|W_j^{(n-m)}\| + C_4\|\hat{Y}_j^{(n-m)} - \hat{Z}_j^{(n-m)}\| + C_5\|\hat{Y}_j^{(n)} - \hat{Z}_j^{(n)}\|,
\]
where we have used Assumption (5.12). Using (5.15), we further obtain
\[
(5.19) \quad \sum_{i=1}^{s} \|W_i^{(n)}\| \leq k_2 \sum_{i=1}^{s} \|W_i^{(n-m)}\| + h_n^{-1} C_4 \sum_{i=1}^{s} \sum_{j=1}^{s} |D_{ij}|\|W_j^{(n-m)} - w_{n-m}\|
+ h_n^{-1} C_3 \sum_{i=1}^{s} \sum_{j=1}^{s} |D_{ij}|\|W_j^{(n)} - w_n\|.
\]

Considering \( h_n \to \infty \), there exist positive numbers \( N_2, k_3 < 1 \) and \( C_6 < (1 - k_3)(1 - |R(\infty)|)/(2C_5) \) such that for every \( n > N_2 \),
\[
(5.20) \quad \sum_{i=1}^{s} \|W_i^{(n)}\| \leq k_3 \sum_{i=1}^{s} \|W_i^{(n-m)}\| + C_6(\|w_n\| + \|w_{n-m}\|).
\]

An application of Lemma 3.3 to (5.17) and (5.20) gives (5.13). Then (5.14) follows from (5.15). This completes the proof. \( \square \)

**Remark 5.4.** In the proof, we only use \( h_n \to \infty \). Hence, the result is also valid for the other grid types proposed in [2, 24]. From Corollary 3.9 we can see that the assumption of strict stability at infinity is also necessary to the result.
Remark 5.5. Theorem 5.3 is different from the asymptotic stability result obtained by Zhang and Sun [28] (see Theorem 6.1 of this paper). Therefore, specializing Theorem 5.3 to the case of nonneutral equations, our result is also new. In addition, our proof is completely different from that in [28].

Remark 5.6. It should be pointed out that Theorem 5.3 cannot cover the asymptotic stability results of section 3. In fact, specializing the Assumption (5.12) in Theorem 5.3 to the case of (3.1), the induced assumptions are stronger than Assumption $A$.

6. An upper bound of error growth for nonlinear problems. In this section, we investigate error growth bounds of numerical methods for nonneutral, nonlinear problems of the form

$$\begin{align*}
y'(t) &= f(t, y(t), y(qt)), \quad t > 0, \\
y(0) &= y_0,
\end{align*}$$

where the function $f$ satisfies the conditions

$$\begin{align*}
\text{Re} \langle u_1 - u_2, f(t, u_1, v) - f(t, u_2, v) \rangle &\leq \alpha \|u_1 - u_2\|^2, \quad t > 0, \quad u_1, u_2, v \in \mathbb{C}^d, \\
\|f(t, u, v_1) - f(t, u, v_2)\| &\leq \beta \|v_1 - v_2\|, \quad t > 0, \quad u, v_1, v_2 \in \mathbb{C}^d,
\end{align*}$$

where $\alpha$ and $\beta$ are constants. Throughout this section, we assume that the other notations are the same as those in section 5.

For problems (6.1–6.3), Zhang and Sun (cf. [28]) have considered a stepsize strategy where every interval $[q^{-i}h, q^{-i-1}h]$ is divided into $m$ subintervals of the same size, and obtained the following global and asymptotic stability results for $(k,l)$–algebraically stable Runge–Kutta methods. Here, a method $(A, b, c)$ is said to be $(k,l)$-algebraically stable if there exists a nonnegative diagonal matrix $D$ such that the matrix

$$\begin{bmatrix}
k - 1 - 2le^T De & e^T D - b^T - 2le^T DA \\
De - b - 2lA^T De & DA + A^T D - bb^T - 2lA^T DA
\end{bmatrix}$$

is nonnegative definite (cf. [11]).

Theorem 6.1 (see [28]). Suppose that the method $(A, b, c)$ is $(k,l)$-algebraically stable for a nonnegative diagonal matrix $D = \text{diag}(d_1, d_2, \ldots, d_s)$, where $0 < k \leq 1$ and the following condition holds:

$$\begin{align*}
q\alpha + \beta &\leq 0, \\
(1 - q)(q\alpha + \beta)h &\leq mq^2 l,
\end{align*}$$

then

$$\begin{align*}
\|w_{n+1}\| &\leq \left[1 + \sqrt{(q^{-1} - 1)\beta h}\right] \max \left\{\|w_m\|, \sum_{j=1}^s \left(\sqrt{b_j} \max_{-m \leq i \leq -1} \|W_{j}^{(m+i)}\| \right) \right\}.
\end{align*}$$

If it is further assumed that $k < 1$, then

$$\lim_{n \to \infty} \|y_n - z_n\| = 0.$$
Theorem 6.2. Suppose that the method \((A, b, c)\) is algebraically stable and that the following condition holds:

\begin{equation}
\alpha + q^{-1/2}\beta \leq 0.
\end{equation}

Then we have that for every \(n \geq 2m - 1\),

\begin{equation}
\begin{aligned}
\|w_{n+1}\|^2 - h_1(2\alpha + q^{-1/2}\beta) \sum_{i=n-m+1}^{n} \sum_{j=1}^{s} b_j p_i^{-1} \|W_j^{(i)}\|^2 \\
\leq \|w_n\|^2 + h_1 q^{-1/2}\beta \sum_{i=0}^{m-1} \sum_{j=1}^{s} b_j p_i^{-1} \|W_j^{(i)}\|^2.
\end{aligned}
\end{equation}

Proof. It is known (see [10]) that

\begin{equation}
\begin{aligned}
\|w_{n+1}\|^2 - \|w_n\|^2 - 2h_n \sum_{j=1}^{s} b_j \text{Re}\langle W_j^{(n)}, \hat{Y}_j^{(n)} - \hat{Z}_j^{(n)} \rangle \\
= -h_n \sum_{i=1}^{s} \sum_{j=1}^{s} \mathcal{M}_{ij} \langle \hat{Y}_i^{(n)} - \hat{Z}_i^{(n)}, Y_j^{(n)} - Z_j^{(n)} \rangle.
\end{aligned}
\end{equation}

By means of the algebraic stability of the method and by (6.2) and (6.3), we have

\begin{equation}
\begin{aligned}
\|w_{n+1}\|^2 \leq & \|w_n\|^2 + 2h_n \sum_{j=1}^{s} b_j \text{Re}\langle W_j^{(n)}, \hat{Y}_j^{(n)} - \hat{Z}_j^{(n)} \rangle \\
= & \|w_n\|^2 + 2h_n \sum_{j=1}^{s} b_j \text{Re}\langle W_j^{(n)}, f(t_n + c_j h_n, Y_j^{(n)}, Y_j^{(n-m)}) \\
& - f(t_n + c_j h_n, Z_j^{(n)}, Y_j^{(n-m)}) \rangle \\
& + 2h_n \sum_{j=1}^{s} b_j \text{Re}\langle W_j^{(n)}, f(t_n + c_j h_n, Z_j^{(n)}, Y_j^{(n-m)}) \\
& - f(t_n + c_j h_n, Z_j^{(n)}, Z_j^{(n-m)}) \rangle \\
\leq & \|w_n\|^2 + h_n \sum_{j=1}^{s} b_j [(2\alpha + q^{-1/2}\beta)\|W_j^{(n)}\|^2 + q^{1/2}\beta\|W_j^{(n-m)}\|^2],
\end{aligned}
\end{equation}

where we have used

\begin{equation}
2\|W_j^{(n)}\|\|W_j^{(n-m)}\| \leq q^{-1/2}\|W_j^{(n)}\|^2 + q^{1/2}\|W_j^{(n-m)}\|^2.
\end{equation}

By induction, one arrives at

\begin{equation}
\begin{aligned}
\|w_{n+1}\|^2 \leq & \|w_n\|^2 + h_1 \sum_{j=1}^{s} b_j \left[ \sum_{i=n-m+1}^{n} p_i^{-1}(2\alpha + q^{-1/2}\beta)\|W_j^{(i)}\|^2 \\
& + 2 \sum_{i=m}^{n-m} p_i^{-1}(\alpha + q^{-1/2}\beta)\|W_j^{(i)}\|^2 \\
& + \sum_{i=0}^{m-1} p_i^{-1} q^{-1/2}\beta\|W_j^{(i)}\|^2 \right],
\end{aligned}
\end{equation}
which, combined with (6.6), gives (6.7). This completes the proof. □

**Corollary 6.3.** Under the assumptions of Theorem 6.2, we have that for every
\[ n \geq 2m - 1, \]
\[ \| w_{n+1} \|^2 \leq \| w_m \|^2 + hp^{-1}q^{-1/2}(1 - q)\beta \max_{0 \leq i \leq m-1} \| W_j^{(i)} \|^2. \]

**Proof.** The conclusion follows from the fact that
\[ \sum_{i=0}^{m-1} p^i\| W_j^i \|^2 \leq \frac{p^m - 1}{p - 1} \max_{0 \leq i \leq m-1} \| W_j^{(i)} \|^2. \]

**Remark 6.4.** The above proof procedure is closely related to its counterpart in the case of a constant delay (cf. [15]) and in the case of a proportional delay (cf. [28]). Compared to Theorem 6.1 in the case of algebraically stable methods, our result is slightly sharper because Assumption (6.4) is stronger than (6.6).

**Remark 6.5.** In the case of time-dependent Lipschitz constants, if (6.6) is replaced by
\[ 2\alpha(t) + q^{-1/2}(\beta(t) + \beta(t/q)) \leq 0, \]
we can similarly obtain that for every \( n \geq 2m - 1, \)
\[ \| w_{n+1} \|^2 - h_1 \sum_{i=n-m+1}^{n} \sum_{j=1}^{s} b_j p^{i-1}(2\alpha(t_i + c_j h_i) + q^{-1/2}\beta(t_i + c_j h_i))\| W_j^{(i)} \|^2 \]
\[ \leq \| w_m \|^2 + hp^{-1}q^{-1/2}(1 - q) \max_{0 \leq i \leq m-1} \beta(t_{i+m} + c_j h_{i+m})\| W_j^{(i)} \|^2. \]

Next, we derive some results which can be applied to the more general case \( \alpha + \beta < 0. \) We define the following two constants
\[ r = \begin{cases} 0, & \text{when } 2\alpha + (1 + q^{-1})\beta \leq 0, \\ 2\alpha + (1 + q^{-1})\beta - (2\alpha + \beta), & \text{when } 2\alpha + (1 + q^{-1})\beta > 0, \end{cases} \]
\[ \Delta = \frac{\| w_m \|^2 p/h_1 + q^{-1}\beta \sum_{j=1}^{s} b_j \sum_{i=0}^{m-1} p^i \| W_j^{(i)} \|^2}{-(2\alpha + \beta)}. \]

**Theorem 6.6.** Suppose that the method \((A, b, c)\) is algebraically stable and that the following condition holds:
\[ \alpha + \beta < 0. \]
Then we have that for every \( k \geq 0, \)
\[ \sum_{j=1}^{s} b_j \sum_{i=1}^{m} p^{-i}\| W_j^{(k+2)m-i} \|^2 \leq q^2(q + qr)^k \Delta. \]

**Proof.** If we replace (6.8) by the inequality
\[ 2\| W_j^{(n)} \| \| W_j^{(n-m)} \| \leq \| W_j^{(n)} \|^2 + \| W_j^{(n-m)} \|^2, \]
we obtain
\[ \|w_{n+1}\|^2 \leq \|w_n\|^2 + h_n \sum_{j=1}^{s} b_j [(2\alpha + \beta)|W_j^{(n)}|^2 + \beta|W_j^{(n-m)}|^2]. \]

By induction, one arrives at
\[ \|w_{n+1}\|^2 \leq \|w_m\|^2 + h_{1p}^{-1} \sum_{j=1}^{n-m+1} b_j \left( \sum_{i=n-m+1}^{n} b_j \prod_{i=1}^{m} (2\alpha + \beta) |W_j^{(i)}|^2 + \sum_{i=0}^{m-1} b_j \prod_{i=1}^{m} (1+q^{-1}) (2\alpha + \beta) |W_j^{(i)}|^2 + \sum_{i=0}^{m-1} p^i q^{-1} \beta |W_j^{(i)}|^2 \right). \]

Therefore,
\[ \sum_{j=1}^{s} b_j \sum_{i=n-m+1}^{n} b_j \prod_{i=1}^{m} (2\alpha + \beta) |W_j^{(i)}|^2 \leq \sum_{j=1}^{r} \sum_{i=m}^{n-m+1} b_j \prod_{i=1}^{m} (2\alpha + \beta) |W_j^{(i)}|^2 + \Delta. \]

Let \( n = (k + 2)m - 1 \) for \( k \geq 0 \). We then have
\[ \sum_{j=1}^{s} b_j \sum_{i=1}^{m} p^{-i} |W_j^{((k+2)m-i)}|^2 \leq \sum_{i=1}^{k} \sum_{j=1}^{s} b_j \sum_{i=1}^{m} p^{-i} |W_j^{((k-l+2)m-i)}|^2 + q^{k+2} \Delta. \]

By induction we can prove from the above inequality that (6.16) holds for every \( k \geq 0 \). This completes the proof. \( \square \)

Remark 6.7. It is easy to verify the following inequality,
\[ 0 < q + qr \leq \max \left( q, \frac{\beta}{-(2\alpha + \beta)} \right). \]

Hence, \( q + qr < 1 \) if \( \alpha + \beta < 0 \) and the right-hand side of (6.16) goes to zero for increasing \( k \).

Remark 6.8. If condition (6.15) is replaced by the weaker condition
\[ 2\alpha + \beta < 0, \] (6.17)
then Theorem 6.6 is still valid. Then, however, it is not guaranteed that \( q + qr < 1 \).

Corollary 6.9. Under the assumptions of Theorem 6.6, inequality (6.16) implies that for every \( n \geq m \)
\[ \sum_{j=1}^{s} b_j |W_j^{(n)}|^2 \leq (q + qr)^{n/m} \Delta. \] (6.18)

Proof. It follows from (6.16) that for every \( k \geq 0, i \in \{1, \ldots, m\}, \)
\[ \sum_{j=1}^{s} b_j |W_j^{((k+2)m-i)}|^2 \leq p^i q^{2i} (q + qr)^k \Delta = q^{2i/m} (q + qr)^k \Delta \leq (q + qr)^{k+2-i/m} \Delta, \]
which gives (6.18). \( \square \)
THEOREM 6.10. Suppose that the method \((A, b, c)\) with a nonsingular matrix \(A\) is algebraically stable, \(b_i > 0\) for all \(i\) and (6.15) holds. Then there exists a constant \(C_7\), depending only on the coefficients of the method, such that for every \(n \geq m,\)

\[
\|w_{n+1}\| \leq |R(\infty)|^{n+1-m}\|w_m\| + C_7(q + qr)^{1/2}\Delta^{1/2}\psi_{n+1-m}(|R(\infty)|, (q + qr)^{1/2m}),
\]

where the function \(\psi_n(x, y)\) is defined by (4.13).

Proof. Considering (5.16) and the assumptions of the theorem, there exists a constant \(C_7\), depending only on the coefficients, such that

\[
\|w_{n+1}\| \leq |R(\infty)|\|w_n\| + C_7\left(\sum_{j=1}^{s} b_j \|W^{(n)}_j\|^2\right)^{1/2},
\]

which in combination with (6.18) gives

\[
\|w_{n+1}\| \leq |R(\infty)|\|w_n\| + C_7(q + qr)^{n/2m}\Delta^{1/2}
\]

\[
\leq |R(\infty)|^{n+1-m}\|w_m\|
\]

\[
+ C_7(q + qr)^{1/2}\Delta^{1/2}\sum_{i=0}^{n-m} |R(\infty)|^i(q + qr)^{(n-m-i)/2m}.
\]

This implies the result of the theorem. \(\Box\)

COROLLARY 6.11. Suppose (6.15) holds. Then for any Radau IA, Radau IIA, or Lobatto IIIIC method, there exists a constant \(C_7\) depending only on the coefficients of the method, such that for every \(n \geq m,\)

\[
\|w_{n+1}\| \leq C_7(q + qr)^{n/2m}\Delta^{1/2}.
\]

COROLLARY 6.12. Suppose (6.15) holds. Then for any Gauss method there exists a constant \(C_7\), depending only on the coefficients of the method, such that for every \(n \geq m,\)

\[
\|w_{n+1}\| \leq \|w_m\| + \frac{C_7(q + qr)^{1/2}\Delta^{1/2}}{1 - (q + qr)^{1/2m}}.
\]

Remark 6.13. It is easy to extend the results of this section to the case of \((k, l)\)-algebraically stable methods if we impose some restrictions on stepsize similar to those in [15].

7. Extension to a more general class of equations. In this section, we generalize some stability results to the more general equations

\[
\begin{cases}
  y'(t) = L(t)y(t) + M(t)y(t - \tau(t)) + N(t)y'(t - \tau(t)), & t \geq t_0, \\
  y(t) = g(t), & t \leq t_0,
\end{cases}
\]

and

\[
\begin{cases}
  y'(t) = f(t, y(t), y(t - \tau(t)), y'(t - \tau(t))), & t \geq t_0, \\
  y(t) = g(t), & t \leq t_0.
\end{cases}
\]

The ideas are related to those in [13]. We assume that there exists a constrained mesh in the interval \([t_0, +\infty)\) such that

\[
t_n - \tau(t_n) = t_{n-m}, \quad n \geq m,
\]

where \(\tau(x)\) is algebraically stable, \(\tau(t_0) > 0\) for all \(t_0\) and (6.15) holds. Then there exists a constant \(C_7\), depending only on the coefficients of the method, such that for every \(n \geq m,\)

\[
\|w_{n+1}\| \leq |R(\infty)|^{n+1-m}\|w_m\| + C_7(q + qr)^{1/2}\Delta^{1/2}\psi_{n+1-m}(|R(\infty)|, (q + qr)^{1/2m}),
\]

where the function \(\psi_n(x, y)\) is defined by (4.13).

Proof. Considering (5.16) and the assumptions of the theorem, there exists a constant \(C_7\), depending only on the coefficients, such that

\[
\|w_{n+1}\| \leq |R(\infty)|\|w_n\| + C_7\left(\sum_{j=1}^{s} b_j \|W^{(n)}_j\|^2\right)^{1/2},
\]

which in combination with (6.18) gives

\[
\|w_{n+1}\| \leq |R(\infty)|\|w_n\| + C_7(q + qr)^{n/2m}\Delta^{1/2}
\]

\[
\leq |R(\infty)|^{n+1-m}\|w_m\|
\]

\[
+ C_7(q + qr)^{1/2}\Delta^{1/2}\sum_{i=0}^{n-m} |R(\infty)|^i(q + qr)^{(n-m-i)/2m}.
\]

This implies the result of the theorem. \(\Box\)
for some integer \( m \). The corresponding discretized schemes for (7.1) and (7.2) are (3.5–3.7) and (2.4–2.6), respectively. Then, a similar analysis leads to the following general results.

**Theorem 7.1.** Suppose that the method \( (A, b, c) \) with a nonsingular matrix \( A \) is strictly stable at infinity and that the coefficient matrices of (7.1) satisfy

\[
\lim_{n \to \infty} h_n^{-1} \|L^{-1}(t_n + c_i h_n)\| = 0, \quad \lim_{n \to \infty} h_n^{-1} \|L^{-1}(t_n + c_i h_n)N(t_n + c_i h_n)\| = 0,
\]

and

\[
\limsup_{n \to \infty} \|L^{-1}(t_n + c_i h_n)M(t_n + c_i h_n)\| = k_0 < 1,
\]

for \( i = 1, 2, \ldots, s \). Then, the scheme (3.5–3.7) is asymptotically stable for (7.1).

**Theorem 7.2.** Suppose that the method \( (A, b, c) \) with a nonsingular matrix \( A \) is strictly stable at infinity and that the function \( f \) of (7.2) satisfies conditions (5.2) and (5.3) with

\[
\lim_{n \to \infty} h_n \alpha(t_n + c_i h_n) = -\infty, \quad \lim_{n \to \infty} \frac{\gamma(t_n + c_i h_n)}{h_n \alpha(t_n + c_i h_n)} = 0,
\]

and

\[
\limsup_{n \to \infty} \frac{\beta(t_n + c_i h_n)}{h_n \alpha(t_n + c_i h_n)} = k_2 < 1,
\]

for \( i = 1, 2, \ldots, s \). Then, the scheme (2.4–2.6) is asymptotically stable for (7.2), i.e., (5.13) and (5.14) hold.

**Remark 7.3.** For the constant delay system (1.3), we can consider a constant stepsize strategy, i.e., \( h_n = -\log q/m \), such that (7.3), (7.4), and (7.5) hold if \( \rho|L^{-1}M| < 1 \).

**Remark 7.4.** If the delay \( \tau(t) \) satisfies the conditions

\[
0 < \tau_0 \leq \tau(t) < t, \quad t \geq t_0,
\]

\[
0 < q_* \leq 1 - \tau'(t) \leq q^* < 1, \quad t \geq t_0,
\]

then \( t - \tau(t) \) is strictly increasing and \( \lim_{t \to \infty} t - \tau(t) = +\infty \), which guarantees the existence of a constrained mesh (cf. [5, 13]) and

\[
h_{n-m} = h_n - (\tau(t_{n+1}) - \tau(t_n)) \leq q^* h_n.
\]

Hence,

\[
\lim_{n \to \infty} h_n = +\infty,
\]

which implies (7.4) if \( L^{-1}(t) \) and \( N(t) \) are bounded. In the case of vanishing delays, i.e., \( \tau(0) = 0 \), we can choose an appropriate point \( t_0 > 0 \) and assume we know an approximate solution in \([0, t_0]\) such that (7.8) hold.

**Remark 7.5.** If \( c_i \in \{0, 1\} \) or \( \tau(t) \) is of the form \( qt + d \), we can appropriately choose stepsize such that (7.3) implies

\[
t_n + c_i h_n - \tau(t_n + c_i h_n) = t_{n-m} + c_i h_{n-m},
\]

see [5, section 6.3]. In the other case, however, the above equality may no longer hold, an interpolation for the delay argument is possibly necessary and a rigorous theoretical analysis is missing (and outside the scope of the present paper).
8. Concluding remarks. In this work the stability of Runge–Kutta methods for both linear and nonlinear nonautonomous pantograph equations has been analyzed. A new approach has been introduced to derive the asymptotic stability of numerical methods and some sufficient and necessary conditions have been found. By further exploiting the special structure of the stepsize, we have also obtained some upper bounds for the error growth.

The techniques of this paper can be applied to investigate the stability of numerical methods for the constant delay system derived from the pantograph equation. They could also possess a potential applicability to integro-differential equations with proportional delays.
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