I. INTRODUCTION

Internet is a great source of information in digital format whose increase is unstopable. The usefulness of this resource depends on the ability of the tools extracting information, and discovering previously unknown relationships among the data of the web pages. The later, is the main objective of web mining. Web page clustering is useful for task such as: taxonomy design, similarity search, and search results visualization. Therefore, an accurate clustering is a goal in web mining and web information extraction. Besides the particular clustering algorithm, the different term weighting functions applied to the selected features to represent web pages is a main aspect in clustering task. This paper presents the evaluation of the performance of seven different features weighting functions of web pages, by means of a partitioning clustering algorithm results. Five of them are well-known term weighting functions from text content analysis: Binary, Term Frequency (TF), Inverse Document Frequency (Binary-IDF), TF-IDF, and WIDF; the other two are based on a heuristic criteria combination, which consider HTML mark-up information: ACC and FCC. The first of these two later combinations is linear, whereas the other uses a fuzzy system. Besides, two reduction classes have been applied: (1) the proper function, and (2) removing all features occurring more times than upper thresholds in page and collection, and occurring less times than lower thresholds in page and collection. By means of the experimentation with a collection of web documents utilized in clustering research, we have determined that the best results are obtained when the term weighting function based on a fuzzy criteria combination is used.
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The evaluation is carried out by means of two web collections created from the Benchmark Dataset [24]. One of our aims is to determine whether the use of HTML mark-up information as part of the representation of a web page can improve clustering results. Although most HTML tags refer to visualization (except those for metadata), some can be used to calculate the relevance of the textual elements concerned.

Five of the seven term weighting functions are based exclusively on textual information: Binary, Term Frequency, Binary Frequency-Inverse Document Frequency, Term Frequency-Inverse Document Frequency, Weighted Inverse Document Frequency; so no information from HTML mark-up is taken into account. However, two of them: the analytical combination of criteria and the fuzzy combination of criteria, use information from textual HTML tags. These term weight functions, (such as that presented in [14], [15] and [28]), take into account some HTML tags, which can reflect the author’s intention in connection to the importance of some words (for instance, to emphasize a word). The combination of criteria is a heuristic selection of textual HTML elements, which are combined to calculate the relevance of each feature of a web page.

The remainder of the paper is organized as follows: Sec-
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tion 2 summarizes the main approaches in web document representation. Section 3 shows the different term weighting functions we study. Section 4 describes the collection used for evaluation. Section 5 presents the two types of feature reduction, the experiments, the clustering algorithm, the evaluation method, and the results. Finally, Section 6 includes the main conclusions.

II. WEB PAGE REPRESENTATION

The representation of a web page can be approached by different points of view, depending on which elements are taken into account. Some of the elements which can be distinguished in a web document are: plain text, text enriched with HTML tags, metacontent, text associated with hyperlinks, set of statistical parameters (media types, size, number of images or links, etc.). Thus, the representation of a web page can be defined according to these (and other) elements. The elements can be taken into account separately or can be combined. The studies in web page representation have focused mainly on two approaches: context and content.

In representation by context, the underlying information of the links is explored, and multimedia components are treated [2], [5], [7]. Some studies analyze the Universal Resource Locations (URLs), for instance [13]. In this case, the main aim is to extract information about the document structure. The analysis of meta-tags is also used as a preliminary task prior to representation. However, in [17] a study is carried out that shows the number of web pages with meta-tags is no more than 30%, so this approach is not applicable to most of the web pages.

In representation by content, information is extracted from text and neither document structure nor topology is studied. In this group we can find representations based on concept identification, exploring techniques in Neural Networks or semantic and linguistic analysis [27].

This work is focused on web page representation by text content. Thus, the features which represent web pages will be extracted from their text. In addition, some information from HTML tags will be taken into account. We evaluate five feature weighting functions of the features based solely on the plain text of the web page, and two more which, in addition to plain text, use information from HTML tags (emphasis and the “title” tags) and feature position.

III. TERM WEIGHTING FUNCTIONS

We represent web pages by using the vector space model [21]. In this model, each web page is represented by means of a vector, where each component is the weight of a feature in the page. In this context, different representations are obtained by using different functions to assign the weight of the features.

If only the plain text is taken into account, the representation of web pages is like the representation of any other text. In this case, the simplest way to represent a web page is to select a set of words from the text as features. Next, a term weighting function calculates the relevance of each feature in each web page. If a web page consists of frames, each of them will be considered like one page.

First, we used five well-known term weighting functions which are only based on the text plain of the web pages. These functions are:

- **Binary (B)**. This is the most straightforward model, called the “set of words” or binary vector space model. The relevance or weight of a feature is a binary value {0,1} depending on whether the feature is in the document or not. Then, the weight of a feature \( t \) in a document \( d \) is given by:

\[
W(d, t) = B(d, t)
\]  

(1)

- **Term Frequency (TF)**. Each term or feature is assumed to have importance proportional to the number of times it occurs in the document [12]. The weight of a feature \( t \) in a document \( d \) is given by:

\[
W(d, t) = TF(d, t)
\]  

(2)

where \( TF(d, t) \) is the feature frequency of the feature \( t \) in the document \( d \).

- **Inverse Document Frequency (Binary-IDF)**. This looks at feature occurrence across a collection of documents. The importance of each feature is assumed to be inversely proportional to the number of documents that contain the feature [9]. The IDF factor of a feature \( t \) is given by:

\[
IDF(t) = \log \frac{N}{df(t)}
\]  

(3)

where \( N \) is the number of documents in the collection and \( df(t) \) is the number of documents that contain the feature \( t \) (this definition follows [22]). Then, the weight of a feature in B-IDF representation is:

\[
W(d, t) = B(d, t) \times IDF(t)
\]  

(4)

where \( B(d, t) = \{0, 1\} \).

- **TF-IDF**. In [20] Salton proposes combining TF and IDF to weight terms. The combination weight of a feature \( t \) in a document \( d \) is given by:

\[
W(d, t) = TF(d, t) \times IDF(t)
\]  

(5)

- **WIDF**. This is an extension of IDF to incorporate the feature frequency over the collection of documents [26]. The WIDF weight is given by:

\[
WIDF(d, t) = TF(d, t) \sum_{i \in D} TF(i, t)
\]  

(6)

In addition to these five representations we use two functions which combine several criteria. Both consider as main features of a web page a subset of the set of words it contains. The criteria which are combined are: word frequency in the text, the appearance of a word in the title of the web page, the position of a word throughout the text, and whether or not the word appears in emphasized tags. For the last criterion a
set of HTML elements are selected like emphasized tags, and the “title” tag, because we think they can capture the author’s intention.

These two representation are the Analytic Combination of Criteria (ACC), and the Fuzzy Combination of Criteria (FCC). The difference between them lies in how they evaluate and combine the criteria. The first [3] uses a linear combination of criteria, whereas the second [19] combines the criteria by using a fuzzy system.

A. Analytic Combination of Criteria

The ACC is a linear combination of the criteria. Once they are fixed, the functions corresponding to each of them and their combination have to be described. We use the following functions:

- The frequency function of a word on a web page:
\[
f_f(d, w) = \frac{n_f(d, w)}{N_{tot}(d)}\]

Where \(n_f(d, w)\) is the number of occurrences of a word \(w\) in the page \(d\), and \(N_{tot}(d)\) is the total number of words in the web page \(d\). This definition allows the function to be normalized using \(\sum_k f_f(d, w) = 1\), where \(k\) is the number of different words in the document.

- The frequency function of a word in the title:
\[
f_t(d, w) = \frac{n_t(d, w)}{N_{tit}(d)}\]

Here \(n_t(d, w)\) is the number of occurrences of a word \(w\) in the title of \(d\), and \(N_{tit}(d)\) is the total number of words in the title. As previously, \(\sum_k f_t(d, w) = 1\), where \(k\) is the number of different words in the title.

- The emphasized function of a word:
\[
f_e(d, w) = \frac{n_e(d, w)}{N_{emph}(d)}\]

Here \(n_e(d, w)\) is the number of times that a word \(w\) is emphasized in \(d\), and \(N_{emph}(d)\) the total number of words that are emphasized in the whole document. As in former cases, \(\sum_k f_e(d, w) = 1\).

- The position function. To compute the position criteria the web page is split into four equal parts according to the number of features in the <body> tag. Considering \(n_f(d, w) = n_{1.4}(d, w) + n_{2.3}(d, w)\), where \(n_{1.4}(d, w)\) and \(n_{2.3}(d, w)\) are the number of times that the word \(w\) appears in the introduction or in the conclusion (first and fourth parts of \(d\)) and in the document body (second and third parts) respectively, the function is:
\[
f_p(d, w) = \frac{2n_{1.4}(d, w) + n_f(d, w)}{2n_f(d, w) + N_{tot}(d)}\]

This expression is a particularization of a more general expression [3], where we impose a weight ratio of 3/4 and 1/4 for preferential and standard quarters respectively.

Finally, the combination of these criteria for each feature \(i\) in ACC weight function is given by the following relevance function:
\[
r_i = C_1f_f(i) + C_2f_t(i) + C_3f_e(i) + C_4f_p(i)\]

In section 5 the values of \(C_1, C_2, C_3,\) and \(C_4\) will be commented.

B. Fuzzy Combination of Criteria

The FCC weight function uses the same criteria to evaluate feature relevance on a web page. It is a fuzzy system for the assignation of feature weights and their combination. Thus, the linguistic variables of the fuzzy system are:

- Text-frequency with associated labels “Low”, “Medium” and “High”;
- Title-frequency with associated labels “Low” and “High”;
- Emphasis with associated labels “Low”, “Medium” and “High”; and
- Global-position with associated labels “Standard” and “Preferential”.

To make the fuzzy rules independent of document size, text-frequency, title-frequency and emphasis variables are normalized to the greatest of the frequency in each criterion. So, in equations 7, 8, and 9 the denominator is the maximum number, instead of the total number.

In the position criterion, the variable global-position is calculated from an auxiliary fuzzy system. This auxiliary system has as input the line-position variable, and as output the global-position, with associated labels “Standard” and “Preferential”. The output value is calculated from the different positions where a feature appears.

As output of the fuzzy module we have only one variable for each feature on a web page: relevance, with associated labels “NonRelevant”, “LowRelevant”, “MediumRelevant”, “High-Relevant”, and “VeryRelevant”.

The inference engine is based on a Center of Mass Algorithm (COM) that weights the output of each rule against the truth degree of each antecedent. The set of rules and a detailed explanation of the fuzzy module can be found in [19].

The foundation of the rules is based on the following points:

- A page may have no emphasized words.
- A word appearing in the title may not always be relevant (for instance, the title can be generated automatically by a HTML editor).
- In general, position is a criterion that gives more weight on longer pages than on shorter ones.
- A word with a high frequency on a page could mean that the word is an all-purpose word and, consequently, it does not discriminate.

IV. Web Pages Collection

We have used the BankSearch as the web document collections to evaluate the different representations. The BankSearch [24] is a dataset of 11,000 web documents pre-classified into 11 equally-sized categories, each containing 1,000 web documents and grouped in hierarchical levels. It
was generated by Mark Sinka and David Corne, from Reading University in the U.K., with the main aim of proposing a general dataset for web document clustering and similar experiments. In this work, we only considered the main 10 categories because the eleventh one is an extra category that is a superset of one of the 10 main categories. The first three belong to the general "Banking & Finance" theme: Commercial Banks (A), Building Societies (B) and Insurance Agencies (C). The next three belong to the more general theme "Programming Languages": Java (D), C/C++ (E) and Visual Basic (F). Finally, the other two are Soccer (I) and Motor Sport (J), which belong to the theme "Sport".

We use the vector space model, so that each web page is represented by using a vector where each component is the weight of a feature in this page. In this work, a feature is a character stream between two space characters. We fix the maximum length of the feature to be 30 characters. In order to calculate the values of the vector components for each web page we follow these steps:

1) We eliminate all the punctuation marks except some special marks that are used in URLs, e-mail addresses, and multiset terms.
2) The words on a stoplist used in the Cross Language Evaluation Forum (CLEF) are eliminated from the web pages.
3) We considered only features that occur more than one time in the collection.
4) We obtain the stem of each feature by using Porter’s stemming algorithm [18].
5) We count the number of times each feature appears on each web page, and the number of web pages where each feature appears.
6) To calculate the ACC and FCC representations, we memorize the position of each feature throughout the web page, and whether or not the feature appears in emphasized HTML tags.

V. EXPERIMENTS

We tried the seven functions of the collection by means of a clustering process. The coefficients for the linear combination of the ACC representation were estimated as a result of previous research [3] on the influence of each criterion in the representation. That research was carried out with a web page collection different from the one involved in the current experiments. The research indicated that the position and the frequency of a word on a web page are better criteria separately than emphasis and frequency of a word in the title. Nevertheless, none of them is as good as the linear combination of all of them. As result of this research, the best coefficients of the linear combination were estimated as:

- Frequency ($C_1$): 0.30,
- Title ($C_2$): 0.15,
- Emphasis ($C_3$): 0.25,
- Position ($C_4$): 0.30

The selection of these coefficients should be independent of the evaluation data and so, in these experiments, we use the same values that were found in [3]. The ACC representation will be called $ACC(0.3, 0.15, 0.25, 0.3)$.

Next we describe the main characteristics of the experiments carried out.

A. Features Reduction

One of the main problems in representation and later clustering is the high number of features that have to be taken into account when documents are dealt with. In these experiments we tried two types of feature reduction:

1) Only the features that appear more than $FF_{min}$ times in more than $DF_{min}$ web pages, and less than $FF_{max}$ times in less than $DF_{max}$ web pages are selected. This is a variant of [23]. This type of reduction is applied to the seven term weighting functions. We called this type of reduction "Min-Max".

2) The proper weight functions are used as reduction method. So, the $N$ most relevant features (those of higher function values) on each web page are selected. In this case, this type of reduction has been able to be applied to every term weighting function, except to the Binary function. We have tried seven values for $N$, from 1 to 70.

We tried several values for the variables $FF_{min}$, $DF_{min}$, $FF_{max}$, $DF_{min}$, and $N$ in order to obtain different magnitude reductions. We fix the maximum number of features to be one magnitude order less than the initial number of features.

It is important to emphasize that the Binary, TF, ACC and FCC representations are independent of the collection information; in other words, they only need information from the web page itself to represent it. However, the Binary-IDF, TF-IDF and WIDF representations need the whole collection information to represent each web page.

B. Clustering Algorithm

Clustering involves dividing a set of $n$ objects into a specified number of clusters $k$, so that objects are similar to other objects in the same cluster, and different from objects in other clusters. In our case, the objects are web documents.

In this work, we evaluated which term weighting functions improve the results of the web page clustering. So, a good term weighting function is one which leads to a good clustering solution. Since we work with a known number of classes we use a partition clustering algorithm. We select the Direct algorithm from the well-known CLUTO library. In the Direct method, the clustering solution is computed by simultaneously finding two clusters. If the number of clusters is small, this method is appropriate for finding a good partition [10].

C. Evaluation Measures

We test the performance of the clustering algorithm with the different term weighting functions. We carry out an external evaluation to determine the quality of the clustering results by means of F-measure.
We call the groups given by the Benchmark Dataset “classes”, and the groups obtained by the algorithm “clusters”.

The F-measure [25] combines the precision and recall measures. The F-measure of cluster $j$ and class $i$ is given by the following equation:

$$F(i, j) = \frac{2 \times \text{Recall}(i, j) \times \text{Precision}(i, j)}{\text{Precision}(i, j) + \text{Recall}(i, j)}$$  \hspace{1cm} (11)$$

with

$$\text{Recall}(i, j) = \frac{n_{ij}}{n_i}$$  \hspace{1cm} (12)$$

$$\text{Precision}(i, j) = \frac{n_{ij}}{n_j}$$  \hspace{1cm} (13)$$

where $n_{ij}$ is the number of members of class $i$ in cluster $j$, $n_j$ is the number of members of cluster $j$ and $n_i$ is the number of members of class $i$. For all the clusters:

$$F = \sum_{i} \frac{n_i}{n} \max \{F(i, j)\}$$  \hspace{1cm} (14)$$

D. Results

The results of the experiments can be seen in Figures 1 and 2. The first one corresponds to the results of the clustering using the proper function reduction and Figure 2 fits to “Min-Max” reduction.

The results show that when the proper function is used for reducing the number of features, the fuzzy combination function FCC shows the best behavior. In addition this behavior is enough stable in all the dimensions. TF-IDF function is the second better followed by the Analytic Combination of Criteria ACC. WIDF and B-IDF show a less stable performance. It is necessary to emphasize that with this feature reduction for the same value of $N$, the B-IDF and WIDF dimensions are larger than the dimensions for the rest of the representations.

When the “Min-Max” feature reduction is applied to FCC and TF-IDF, in this order, show the best performance. Nevertheless, TF is the third better function followed by ACC. It is remarkable that with the two reductions applied, the worst results are obtained with the WIDF function.

If we examine the results obtained, the Fuzzy Combination of Criteria FCC, which takes account of the author’s intention by means of emphasized tags, improves the results of the representations that do not take account of this criterion. FCC also improves the results of the ACC function which provides...
the author’s intention by means of an analytical combination.

An additional advantage of the FCC function is that it does not use collection information, only uses information of the proper page, which is quite desirable in representing web pages.

VI. CONCLUSIONS

We tried seven term weighting functions and two types of features reductions in order to study which of them lead to a better clustering results. We used a partitioning clustering algorithm from the CLUTO library. The quality of the clustering solution is determined by means of an external evaluation, the F-measure, by comparing the algorithm results with those of the Benchmark collection. The experiments are carried out with a collection of web documents created for general use in web document clustering research. It is composed of 10 main categories.

The best clustering results were obtained by using the proposed term weighting function which carries out a fuzzy combination of criteria, FCC. This function allows to obtain representations with mark-up HTML enrichment. These criteria are: (1) the frequency of a feature in a web page, (2) the frequency of a feature in the title, (3) whether a feature is emphasized and, finally, (4) the position of a feature in the web page. The (2) and (3) criteria are obtained from the HTML mark-up of the web pages. The function which combine the same criteria in an analytic way, ACC, obtained worse results. Clearly, the fuzzy module makes the most of the knowledge provided by the different criteria. Besides, they show quite homogeneous behavior, even with a low number of features. This is a very desirable virtue when large collections of web page have to be dealt with.

The TF-IDF function presents the second better performance. However, the FCC function has an additional advantage: it only uses information of the proper web page, not information of the collection. In a context in which a collection can have a high activity rate we think this is an valuable characteristic.

The results suggest that using information from the HTML mark-up combined with textual information leads to good results in web page clustering. The main contribution of this work has been to prove that by using term weighing functions based on heuristic combination of criteria, the web page clustering can improve against the use of functions based solely on frequencies, in the web page or in the collection.
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