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Abstract—Null-steering transmit beamformers aim to maximize the received signal power at the direction of the access point (AP) while inflicting minimal interfering effect on unintended receivers. However, existing null-steering beamformers may not be directly applied to wireless sensor networks (WSNs) as they require every node to be aware of the locations of other nodes in the network.

In this paper, a novel null-steering beamformer is introduced that can be implemented in uniformly distributed WSNs in which each node is oblivious of other nodes’ locations. The average beampattern expression of the proposed beamformer is derived and its properties are analytically studied. In particular, it is shown that the average beampattern of the proposed beamformer is similar to that of the conventional beamformer in directions with far angular distance from any unintended receiver. The analytical results are also adopted to design a null-steering beamformer with a single null and required average beampattern properties. The optimal null position is obtained which minimizes the maximum sidelobe of the average beampattern while having negligible deteriorating effect on the received power at the AP. Finally, computer simulations are used to validate the analytical results as well as to confirm the effectiveness of the design approach.

I. INTRODUCTION

Distributed beamforming for wireless sensor networks (WSNs) has recently been introduced [1]-[4] as a means of establishing an energy-efficient and reliable communication link between small battery-powered sensor nodes and an access point (AP) that is typically located far beyond the transmission range of each individual node. This goal is achieved by having the nodes simultaneously transmit properly weighted versions of a common message such that their transmitted signals are coherently combined at the AP. As such, the nodes aggregate transmission range is substantially increased in the direction of the AP without requiring to amplify their total transmission power.

In many practical scenarios, not only is it required to increase the received power at the AP, but also it is crucial to avoid inducing any interfering effect to unintended receivers. Proposed for centralized antenna arrays, the null-steering beamformer [5]-[7] additionally fulfills the latter task by setting the antenna transmission weights such that while the transmitted signals are being coherently combined at the AP, their superposition approaches zero in the directions of unintended receivers.

Unfortunately, the null-steering beamformer may not be directly applied in WSNs as it requires that the exact locations of all nodes to be globally available at every node; a requirement that does not conform with the distributed nature of WSNs and, furthermore, is not scalable as the number of nodes grows large.

In this paper, we assume that the nodes are uniformly distributed on a disc of arbitrary radius [1], [8]-[10] and use this statistical knowledge to introduce a novel null-steering beamformer that can be applied to WSNs in which each node is oblivious of all other nodes’ locations. The average beampattern expression of the proposed beamformer is obtained and it is further proved that, as the number of nodes grows, every arbitrary realization of the beampattern converges to the average beampattern with probability one. It is shown that the average gain of the proposed null-steering beamformer is approximately equal to that of the conventional beamformer [1] in directions with an angular distance far enough from any unintended receiver while being inversely proportional to the number of nodes in the directions of the unintended receivers.

It is shown that, in the absence of any unintended receiver, the null positions may be treated as design parameters that can be adjusted to form an average beampattern with sidelobe peaks considerably smaller than those of the average beampattern of the conventional beamformer [1]. In particular, a null-steering beamformer is designed whose single null is optimally positioned to minimize the maximum sidelobe of the average beampattern while inducing a negligible received power degradation at the AP.

The rest of the paper is organized as follows. Section II presents the signal model and Section III proposes the distributed null-steering beamformer. Properties of the average beampattern of the proposed null-steering beamformer are discussed in Section IV and a single-null null-steering beamformer is designed in Section V. The concluding remarks are given in Section VI.

Notation: Uppercase and lowercase bold letters denote matrices and vectors, respectively. \([\cdot]_l\), \([\cdot]_j\), and \([\cdot]_i\) are the \((i,l)\)-th entry of a matrix, \(l\)-th column of a matrix, and \(i\)-th entry of a vector, respectively. \(\mathbf{j} \equiv \sqrt{-1}\), \(\mathbf{I}\) is the identity matrix, and \(e_{i}\) is a vector with one in the \(i\)-th position and zeros elsewhere. \((\cdot)^T\) and \((\cdot)^H\) denote the transpose and the Hermitian transpose, respectively. \(\| \cdot \|\) is the 2-norm of a vector and \(\| \cdot \|_1\) is the absolute value. \(E\{\cdot\}\) stands for the statistical expectation and \((x^1)^1, P^1\) denotes (element-wise) convergence with probability one. \(J_n(\cdot)\) stands for the \(n\)-th order Bessel function of the first kind.
II. SYSTEM MODEL

The geometrical structure of the WSN cluster and the receiver terminals are illustrated in Fig. 1 where $K$ cluster nodes are uniformly distributed on $D(O, R)$, the disc centered at $O$ with an arbitrary radius $R$ [1], [8]-[10], while the cluster AP as well as $L$ unintended receivers are located in the same plane containing $D(O, R)$. The cluster nodes form a virtual antenna array and collaboratively transmit a common message $z(t)$ aiming to simultaneously achieve the following two goals:

- **G1**: The received signal power at the AP is maximized.
- **G2**: The received signal powers at all unintended receivers are zero.

Without any loss of generality, let $O$ be the pole and the line connecting $O$ to the AP be the $x$-axis of a polar coordinate system. Denote the polar coordinates of the $k$-th cluster node as $(r_k, \psi_k)$ and the polar coordinates of the AP and the unintended receivers as $(A_0, \phi_0 = 0)$ and $(A_l, \phi_l)$, $l = 1, \ldots, L$, respectively. The following assumptions are adopted throughout this paper:

- **A1**: The AP as well as all unintended receivers are in the far-field of the WSN cluster such that $A_l \gg R$ $l = 0, 1, \ldots, L$. (1)

As such, the signals transmitted from any two arbitrary cluster nodes and received at one of the above terminals have equal path losses.

- **A2**: The bandwidth of $z(t)$ is narrow enough such that $z(t)$ is almost constant during $2R/c$ seconds where $c$ is the speed of an electromagnetic wave.

- **A3**: There is no signal reflection or scattering and, therefore, no multipath fading or shadowing.

- **A4**: The $k$-th node is only aware of its own coordinates $(r_k, \psi_k)$ and the directions of the receiving terminals $\phi_l$, $l = 0, 1, \ldots, L$, while being unaware of the locations of all other nodes as well as $A_l$, $l = 0, 1, \ldots, L$.

Assumptions A1-A3 are common in the literature of array processing for planar waves while A4 is due to the distributed and unsupervised characteristics of WSNs.

Let

$$s_k(t) = w_k z(t)e^{-j2\pi ft}$$

(2)

denote the transmitted signal from the $k$-th node where $z(t)$ is the modulating signal with $\xi_z = E[|z(t)|^2]$, $w_k$ is the $k$-th node transmission weight, and $f$ is the carrier frequency. Using A1-A3, it can be shown that the received signal at an arbitrary point $F_\star(A_\star, \phi_\star)$ in the far-field due to the $k$-th node transmission is given by

$$y_{F_\star}(t) = \beta_{F_\star} \chi(t, A_\star)w_k e^{-j2\pi ft}$$

(3)

where $\chi(t, A_\star) \triangleq e^{j2\pi A_\star z} (t - A_\star t)$. Let us introduce

$$a_{\phi_\star} \triangleq [e^{j2\pi r_1 \cos(\phi_\star - \psi_1)} \ldots e^{j2\pi r_K \cos(\phi_\star - \psi_K)}]^T$$

(4)

The received signal at $F_\star$ due to all cluster nodes can be represented as

$$y_{F_\star}(t) = \beta_{F_\star} \chi(t, A_\star) e^{-j2\pi ft} a_{\phi_\star}^H w.$$  

(6)

As such, the total received power at $F_\star$ is equal to

$$\xi_{F_\star} = \beta_{F_\star}^2 \xi_z |a_{\phi_\star}^H w|^2.$$  

(7)

Let $A \triangleq [a_{\phi_1}, \ldots, a_{\phi_L}]$. It is direct to observe that G1 and G2 can be achieved if $w$ is a solution to

$$\max_w |a_{\phi_\star}^H w|^2 \text{ s.t. } A^H w = 0.$$  

(8)

The solution to (8) is given by [5], [6]

$$w_{ns} = (I - P_A) a_0.$$  

(9)

where $P_A \triangleq A(A^H A)^{-1}A^H$ is the projection matrix onto the subspace spanned by the columns of $A$. In the array processing literature, the solution to (8) is sometimes called the null-steering beamformer [5], [7]. This justifies the subscript of $w_{ns}$ as well as the title of this manuscript.

III. DISTRIBUTED NULL-STEERING BEAMFORMER

Let us define

$$E \triangleq \frac{1}{K} A^H A, \quad g_{\phi_\star} \triangleq \frac{1}{K} A^H a_{\phi_\star}.$$  

(10)

and

$$d \triangleq E^{-1}g_0.$$  

(11)

The null-steering beamformer (9) can be alternatively rewritten as

$$w_{ns} = a_0 - Ad.$$  

(12)

Equation (12) shows that G1 and G2 are simultaneously achieved if we have for $k = 1, \ldots, K$

$$w_k = [w_{ns}]_k = [a_0] - \sum_{i=1}^L [A]_{ik}[d]_i = e^{j2\pi r_k \cos(\phi_0 - \psi_k)} - \sum_{i=1}^L e^{j2\pi r_k \cos(\phi_i - \psi_k)} [d]_i.$$  

(13)

Note from (13) that the null-steering beamformer (12) can be implemented only when the $k$-th node $(k = 1, \ldots, K)$ knows all $e^{j2\pi r_i \cos(\phi_i - \psi_k)}$ for $i = 0, \ldots, L$ as well as all entries of $d$. It follows from A4 that the $k$-th node can use its available knowledge to obtain $e^{j2\pi r_i \cos(\phi_i - \psi_k)}$, $i = 0, \ldots, L$. However, this knowledge is not sufficient to obtain $[d]_i, i = 1, \ldots, L$ depend on the locations of all nodes in the cluster. Therefore, $w_{ns}$ can be implemented only if every
node knows the exact locations of all nodes in the cluster. Unfortunately, this requirement does not conform with

To get around this problem and be able to implement (an approximate) null-steering beamformer in a distributed fashion, one needs to substitute $d$ in (12) with an approximating vector whose entries depend only on the parameters commonly known at every node, that is, $\phi_l$, $l = 0, 1, \ldots, L$. In light of the fact that a WSN node usually has a limited nonrenewable energy resource, it makes practical sense to use a large number of nodes in the collaborative beamforming in return to a low transmission power from each individual node. For scenarios with a large $K$, $\lim_{K \to \infty} d$ can serve as an accurate approximation of $d$. However, to be able to use $\lim_{K \to \infty} d$ in lieu of $d$, we require to verify that $\lim_{K \to \infty} d$ only depends on $\phi_l$, $l = 0, 1, \ldots, L$. Note from (11) that $\mathbf{d} = \mathbf{E}^{-1} \mathbf{g}_0$ where, according to (10),

$$
\lim_{K \to \infty} \mathbf{d} = \lim_{K \to \infty} \mathbf{E}^{-1} \mathbf{g}_0
$$

Equations (14) and (15) show that $\lim_{K \to \infty} d$ is entirely dependent on $\lim_{K \to \infty} \mathbf{E}^{-1} \mathbf{g}_0$, $m = 1, \ldots, L$, $n = 0, 1, \ldots, L$. The following theorem on asymptotic properties of $\frac{1}{K}\mathbf{a}^H \mathbf{a}_{\phi_n}$ is essential in our later developments.

**Theorem 1:** Consider $a_{\phi}$ as defined in (4). Assuming that the nodes are uniformly distributed on $D(\bar{O}, \bar{R})$, we have

$$
\lim_{K \to \infty} \frac{1}{K}\mathbf{a}^H \mathbf{a}_{\phi_n} = \frac{1}{K} \sum_{k=0}^{K} e^{j(\phi_{n} - \phi_{m}) z_k}
$$

where $\bar{R} = R/\lambda$ and $\alpha(\phi_{\bullet}) = 4\pi \bar{R} \sin \left( \frac{\phi_{\bullet}}{2} \right)$. Moreover,

$$
z_k = \frac{\bar{R}_k}{\bar{R}}, \sin \left( \psi_k - \frac{\phi_{n} + \phi_{m}}{2} \right) \quad k = 0, 1, \ldots, K
$$

are independent and identically distributed (i.i.d.) random variables with the following probability density function (PDF):

$$
f_{z_k}(z) = \frac{2}{\pi r} \sqrt{1 - z^2} \quad z_k \in [-1, 1].
$$

We have for $m \neq n$ that

$$
\lim_{K \to \infty} \frac{1}{K}\mathbf{E} \left\{ \mathbf{a}^H_{\phi_n} \mathbf{a}_{\phi_m} \right\} = \frac{1}{K} \sum_{k=1}^{K} e^{j(\phi_{n} - \phi_{m}) z_k}
$$

$$
2J_1 \left( \alpha(\phi_{n} - \phi_{m}) \right)
$$

and

$$
\lim_{K \to \infty} \frac{1}{K}\mathbf{E} \left\{ \mathbf{a}^H_{\phi_n} \mathbf{a}_{\phi_m} \right\} = \frac{1}{K} \sum_{k=1}^{K} e^{j(\phi_{n} - \phi_{m}) z_k}
$$

$$
2J_1 \left( \alpha(\phi_{n} - \phi_{m}) \right)
$$

The proof of Theorem 1 as well as those of our later results are presented in [11].

Using (20) in (14) and (15), we obtain the following result.

**Corollary 1:** Consider the $L \times L$ matrix $\mathbf{E}$ and the $L \times 1$ vector $\mathbf{g}_0$ with

$$
\left[ \mathbf{E} \right]_{mn} = \frac{2}{\alpha(\phi_{n} - \phi_{m})} J_1 \left( \alpha(\phi_{n} - \phi_{m}) \right)
$$

$$
\left[ \mathbf{g}_0 \right]_{m} = \frac{2}{\alpha(\phi_{m})} J_1 \left( \alpha(\phi_{m}) \right).
$$

We have

$$
\lim_{K \to \infty} \mathbf{E} \xrightarrow{\text{ep}1} \mathbf{E}_n, \quad \lim_{K \to \infty} \mathbf{g}_0 \xrightarrow{\text{ep}1} \mathbf{g}_0.
$$

Moreover,

$$
\lim_{K \to \infty} \mathbf{d} \xrightarrow{\text{ep}1} \mathbf{d}_{\bullet}
$$

where

$$\mathbf{d}_{\bullet} \triangleq \mathbf{E}^{-1} \mathbf{g}_0.
$$

**Corollary 1** shows that the entries of $\lim_{K \to \infty} d$ converge with probability one to limiting values that exclusively depend on $\alpha(\phi_{n} - \phi_{m})$, $m = 1, \ldots, L$, $n = 0, 1, \ldots, L$. As $\alpha(\phi_{n} - \phi_{m})$ depends solely on $\phi_{n} - \phi_{m}$, it follows that $\phi_l$, $l = 0, 1, \ldots, L$ are sufficient to determine the entries of $\lim_{K \to \infty} d$. Therefore, we propose to use

$$\mathbf{w}_{\text{ns}} = \mathbf{a}_0 - \mathbf{A} \mathbf{d}_{\bullet}
$$

in lieu of $\mathbf{w}_{\text{ns}}$. Note that $\mathbf{w}_{\text{ns}}$ accurately approximates the null-steering beamformer $\mathbf{w}_{\text{ns}}$ for a large $K$, and, in addition, it can be implemented in a distributed fashion.

Assume that $\mathbf{w}_{\text{ns}}$ is used in the WSN cluster. As follows from (7), the far-field received signal power in an arbitrary direction $\phi_{\bullet}$ is proportional to

$$P(\phi_{\bullet}|\mathbf{z}) \triangleq \frac{1}{K^2} \left| \mathbf{a}^H_{\phi_{\bullet}} \mathbf{w}_{\text{ns}} \right|^2.
$$

$P(\phi_{\bullet}|\mathbf{z})$ is called the far-field beampattern and $\mathbf{z} \triangleq [z_1, \ldots, z_K]$ is used in (27) to stress the fact that $P(\phi_{\bullet}|\mathbf{z})$ is a random variable that depends on the entries of $\mathbf{z}$. As $P(\phi_{\bullet}|\mathbf{z})$ is a function of $\mathbf{z}$, the study of the average beampattern

$$\bar{P}(\phi_{\bullet}) \triangleq E_{\mathbf{z}} \left\{ P(\phi_{\bullet}|\mathbf{z}) \right\}
$$

is of significant importance. Section IV investigates the properties of $\bar{P}(\phi_{\bullet})$ and proves that as the number of nodes $K$ grows large, $P(\phi_{\bullet}|\mathbf{z})$ converges to $\bar{P}(\phi_{\bullet})$ for any arbitrary realization of $\mathbf{z}$. This further justifies the practical importance of $P(\phi_{\bullet})$.

**IV. PROPERTIES OF THE AVERAGE BEAMPATTERN**

**A. Average Beampattern Expression**

The main result of this section is given in the following theorem.

**Theorem 2:** Assuming that the approximate null-steering beamformer (26) is used, we have

$$\bar{P}(\phi_{\bullet}) = \frac{1}{K} \left( 1 - \mathbf{g}_0^T \mathbf{E}^{-1} \mathbf{g}_0 \right) + \left( 1 - \frac{1}{K} \right) \left( \frac{2}{\alpha(\phi_{\bullet})} J_1 (\alpha(\phi_{\bullet})) - \mathbf{g}_0^T \mathbf{E}^{-1} \mathbf{g}_0 \right)^2.
$$
where \( \mathbf{g}_{\phi_*} \) is an \( L \times 1 \) vector with
\[
[\mathbf{g}_{\phi_*}]_t = \left\{ \frac{2}{\alpha(\phi_* - \phi_t)} J_1(\alpha(\phi_* - \phi_t)) \right\}_{\phi_* \neq \phi_t} \quad \phi_* = \phi_t .
\]
moreover, it holds for any arbitrary realization of \( \mathbf{z} \) that
\[
\lim_{K \to \infty} P(\mathbf{z} | \phi_t) \overset{p}{\to} \lim_{K \to \infty} \tilde{P}(\phi_t) = \left( \frac{2}{\alpha(\phi_*^0)} J_1(\alpha(\phi_*^0)) - g_0^T \mathbf{E}^{-1} g_0 \right)^2 .
\]
As can be observed from (29), \( \tilde{P}(\phi_t) \) is comprised of two terms: 1) The first term that is independent of \( \phi_* \) and is nonnegative (see Subsection IV-C) but diminishes to zero as \( K \) grows large. This term determines the floor level of the average beampattern curve; 2) The second term that depends on \( \phi_* \), is nonnegative, and does not converge to zero as \( K \) grows large. This term determines the shape of the average beampattern curve. In particular, the maximum points of this term are the peak points of the average beampattern sidelobe. We further call the roots of this term as the “nulls” of the average beampattern (see [1] for a similar nomenclature). The following discussions on the properties of \( \tilde{P}(\phi_t) \) are also in order.

B. Average Beampattern at \( \phi_t \)

To examine the effectiveness of \( \mathbf{w}_{\text{ns}} \) in reducing the received signal power at \( \phi_t \), \( l = 1, \ldots, L \), let us obtain
\[
\tilde{P}(\phi_t) = \frac{1}{K} \left( 1 - g_0^T \mathbf{E}^{-1} g_0 \right) + \left( 1 - \frac{1}{K} \right) \frac{2}{\alpha(\phi_t)} J_1(\alpha(\phi_t)) - g_0^T \mathbf{E}^{-1} g_0 \right)^2 .
\]
Note from (21) and (30) that \( g_0 = \mathbf{E}_f = \mathbf{E}_{\phi_0} \). It directly follows from the latter equality that the second term in the right-hand side (RHS) of (32) is equal to zero and we have
\[
\tilde{P}(\phi_t) = \frac{1}{K} \left( 1 - g_0^T \mathbf{E}^{-1} g_0 \right)
\]for \( l = 1, \ldots, L \). Equation (33) shows that \( \phi_t \), \( l = 1, \ldots, L \), are in fact the nulls of the average beampattern. It can also be observed from the latter equation that the price of using \( \mathbf{w}_{\text{ns}} \) is lieu of \( \mathbf{w}_{\text{ns}} \) is to elevate the null levels at \( \phi_t \), \( l = 1, \ldots, L \) from zero to the RHS of (33). Note that, as \( K \) grows large, \( \mathbf{w}_{\text{ns}} \) converges to \( \mathbf{w}_{\text{ns}} \) and the RHS of (33) converges to zero.

C. Average Beampattern at the Direction of the AP

Using the fact that \( \lim_{\phi_* \to 0} 2 J_1(\alpha(\phi_*)) / \alpha(\phi_*^0) = 1 \) in (29), we have
\[
\tilde{P}(0) = \left( 1 - g_0^T \mathbf{E}^{-1} g_0 \right)^2 + \frac{1}{K} g_0^T \mathbf{E}^{-1} g_0 \left( 2 - g_0^T \mathbf{E}^{-1} g_0 \right) .
\]
Equation (34) shows that \( \tilde{P}(0) \) entirely depends on \( K \) and \( g_0^T \mathbf{E}^{-1} g_0 \). It can be observed from (10) and (23) as well as the definition of \( \mathbf{P}_A \) that
\[
\lim_{K \to \infty} \frac{1}{K} \| \mathbf{P}_A a_0 \|^2 \overset{p}{\to} g_0^T \mathbf{E}^{-1} g_0 .
\]
As \( \| \mathbf{P}_A a_0 \| \) is the length of the orthogonal projection of \( a_0 \) onto the column span of \( \mathbf{A} \), we have \( \| \mathbf{P}_A a_0 \| \leq \| a_0 \| \), and, therefore,
\[
0 \leq \frac{1}{K} \| \mathbf{P}_A a_0 \|^2 \leq 1
\]
where the left-hand side (LHS) inequality holds with equality if \( a_0 \) is orthogonal to the column span of \( \mathbf{A} \) and the RHS inequality holds with equality if \( a_0 \) is in the column span of \( \mathbf{A} \). It follows from (35) and (36) that \( g_0^T \mathbf{E}^{-1} g_0 \) is in \([0,1]\). Note from (34) that \( \tilde{P}(0) \) is a decreasing function of \( g_0^T \mathbf{E}^{-1} g_0 \) in the latter interval and, as \( g_0^T \mathbf{E}^{-1} g_0 \) increases from 0 to 1, \( \tilde{P}(0) \) decreases from 1 to 0. It should be mentioned that the decrease in \( \tilde{P}(0) \) is the price that may have to be paid for devising nulls in the directions of unintended receivers. In fact, as \( \mathbf{w}_{\text{ns}} \) is derived such that \( |a_{0,L}^H \mathbf{w}_{\text{ns}} | \approx 0 \), \( l = 1, \ldots, L \), the more \( a_0 \) leans towards the column span of \( \mathbf{A} \), the smaller the \( |a_{0,L}^H \mathbf{w}_{\text{ns}} | \), and, consequently, the more the decrease in \( \tilde{P}(0) \). Note that a similar property also holds for the null-steering beamformer in the array processing literature. We show in Subsection IV-E that, under a mild condition, \( g_0^T \mathbf{E}^{-1} g_0 \approx 0 \) and therefore suppressing the received signal power in the directions of unintended receivers has a negligible impact on \( \tilde{P}(0) \).

D. Average Beampattern for \( L = 0 \)

When there is no unintended receiver, that is, \( L = 0 \), \( \mathbf{w}_{\text{ns}} \) reduces to the conventional beamformer
\[
\mathbf{w}_c = a_0
\]
and \( \tilde{P}(\phi_t) \) in (29) boils down to
\[
\tilde{P}_c(\phi_t) = \frac{1}{K} \left( 1 - \frac{1}{K} \right) \left( \frac{2}{\alpha(\phi_t)} J_1(\alpha(\phi_t)) \right)^2 .
\]
The same expression as in (38) has been obtained before in [1] for the conventional scenario in which the AP is the only receiving terminal. As can be observed from (38), the beamformer gain at the origin achieves its maximal possible value and we have
\[
\tilde{P}_c(0) = 1.
\]
Due to the oscillatory shape of \( J_1(\phi_t) \), \( \tilde{P}_c(\phi_t) \) has infinite number of sidelobe nulls and peaks. Let \( \phi_{0,c}^{(n)} \) and \( \mu^{(n)} \) denote the \( n \)-th sidelobe null of \( \tilde{P}_c(\phi_t) \) and the \( n \)-th positive root of \( J_1(\phi_t) \), respectively. From (38) we have \( \alpha(\phi_{0,c}^{(n)}) = \mu^{(n)} \) and, therefore,
\[
\phi_{0,c}^{(n)} = 2 \arcsin \left( \frac{\mu^{(n)}}{4 \pi \tilde{R}} \right).
\]
Let us also denote the \( n \)-th sidelobe peak point of \( \tilde{P}_c(\phi_t) \) by \( \phi_{\phi_{0,c}}^{(n)} \). Simple approximations of \( \phi_{0,c}^{(n)} \) and \( \phi_{\phi_{0,c}}^{(n)} \) can be obtained if one uses
\[
J_1(x) \approx \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{3\pi}{4} \right) \quad x \gg 1
\]
in (38) and simplifies the average beampattern expression to [1]
\[
\tilde{P}_c(\phi_t) \approx \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \frac{8}{\pi \alpha(\phi_t)^3} \cos^2 \left( \alpha(\phi_t) - \frac{3\pi}{4} \right). 
\]
It can be shown from (42) that if $\tilde{R}$ is large enough such that
$$\alpha(\phi_*) \equiv 4\pi \tilde{R} \sin (\phi_*/2) \gg 1,$$
then [1]
$$\tilde{\phi}_{n,c}^{(n)} \approx 2 \arcsin \left( \frac{n + 1/4}{4\tilde{R}} \right) \quad \text{(43)}$$
$$\tilde{\phi}_{p,c}^{(n)} \approx 2 \arcsin \left( \frac{n + 3/4}{4\tilde{R}} \right) \quad \text{(44)}$$

It also follows from (42) and (44) that [1]
$$\tilde{P}_c(\phi_{p,c}) \approx \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \cdot \frac{1}{\pi} \left( \frac{2}{\pi(n+3/4)} \right)^3. \quad \text{(45)}$$

Note from (45) that the $n$-th sidelobe peak of $\tilde{P}_c(\phi_*)$ is independent of $\tilde{R}$ and is almost proportional to $1/n^3$.

E. Approximate Average Beampattern for $\alpha(\phi_*) \gg 1$

Note from (22) that as $\alpha(\phi_1)$ increases, $|g_0|$ converges to zero. In particular, when the angular distances between the AP and the unintended receivers are not very small and $\tilde{R}$ is large enough such that
$$\alpha(\phi_l) = 4\pi \tilde{R} \sin \left( \frac{\phi_l}{2} \right) \gg 1 \quad l = 1, \ldots, L, \quad \text{(46)}$$
then (41) can be used in (22) to obtain
$$|g_0| \approx \frac{1}{\sqrt{\pi}} \left( \frac{2}{\alpha(\phi_l)} \right)^{3/2} \cos \left( \alpha(\phi_l) - \frac{3\pi}{4} \right). \quad \text{(47)}$$

As such, when (46) holds, we have that $g_0^T \bar{E}^{-1} g_0 \ll 1$. Using the latter inequality in (29), it follows that
$$\tilde{P}(\phi_l) \approx \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \cdot \frac{2}{\alpha(\phi_l)} J_1(\alpha(\phi_l)) \approx 1. \quad \text{(48)}$$

A direct result of (48) is that
$$\tilde{P}(0) \approx \frac{1}{K} + \left( 1 - \frac{1}{K} \right) (1 - g_0^T \bar{E}^{-1} g_0)^2 \approx 1. \quad \text{(49)}$$

Approximation (49) shows that if (46) holds, then $\tilde{P}(0)$ approaches its maximal value. In such a case, suppressing the power in the directions of the unintended receivers does not inflict a noticeable decrease in the received power at the AP.

Approximation (48) can be further simplified if $\phi_*$ is not in a close proximity of any $\phi_l$, $l = 1, \ldots, L$. In fact, if $|\phi_* - \phi_l|$, $l = 1, \ldots, L$, are large enough such that
$$|\alpha(\phi_* - \phi_l)| = 4\pi \tilde{R} \sin \left( \frac{\phi_* - \phi_l}{2} \right) \gg 1 \quad l = 1, \ldots, L, \quad \text{(50)}$$
then
$$|g_{\phi_*}| \approx \frac{1}{\sqrt{\pi}} \left( \frac{2}{|\alpha(\phi_* - \phi_l)|} \right)^{3/2} \cos \left( |\alpha(\phi_* - \phi_l)| - \frac{3\pi}{4} \right). \quad \text{(51)}$$

In such a case, it follows from (47) and (51) that
$$\tilde{g}_0^T \bar{E}^{-1} g_{\phi_*} \ll |J_1(\alpha(\phi_*)) / \alpha(\phi_*)|$$
and
$$\tilde{P}(\phi_*) \approx \frac{1}{K} + \left( 1 - \frac{1}{K} \right) \left( \frac{2}{\alpha(\phi_*)} J_1(\alpha(\phi_*)) \right)^2 = \tilde{P}_c(\phi_*). \quad \text{(52)}$$

Equation (52) states that if (46) holds and $\phi_*$ is not close to the direction of any of the unintended receivers, then $P(\phi_*)$ is approximately equal to the average beampattern of the conventional beamformer. Note that if (46) holds and $\phi_* = \phi_l$, then (53) yields
$$\tilde{P}(\phi_l) = \frac{1}{K} \left( 1 - g_0^T \bar{E}^{-1} g_0 \right) \approx \frac{1}{K}. \quad \text{(53)}$$

The discussion of this subsection can be summarized as follows: Assume that (46) holds. Then, $\tilde{P}(\phi_*)$ looks similar to $\tilde{P}_c(\phi_*)$ for all $\phi_*$ far enough from any $\phi_1, \ldots, \phi_L$. In particular, $\tilde{P}(\phi_*)$ and $\tilde{P}_c(\phi_*)$ have similar sets of nulls and peaks in the angular intervals that are not close to any $\phi_1, \ldots, \phi_L$. Note that $\tilde{P}(\phi_*)$ has additional nulls at $\phi_1, \ldots, \phi_L$ and when $\phi_*$ is close to a $\phi_l$, (48) (and not (52)) is a reliable approximation of $\tilde{P}(\phi_*)$.

Fig. 2 displays $\tilde{P}(\phi_*)$ versus $\phi_*$ for $[\phi_1, \phi_2] = [5, 9]$ (deg). For the sake of comparison, $\tilde{P}_c(\phi_*)$ is also plotted. Fig. 2 shows that two nulls of $\tilde{P}(\phi_*)$ are exactly located at $\phi_1$ and $\phi_2$, and, moreover, as both aforementioned angles are far enough from $\phi_0 = 0$, we have that $\tilde{P}(0) \approx 1$. This figure also verifies that, increasing $\phi_1 - \phi_2$, $\tilde{P}(\phi_*)$ tends to approach $\tilde{P}_c(\phi_*)$. The above observations corroborate our discussion in this subsection.

V. NULL-STEERING BEAMFORMER DESIGN

As shown in Subsection IV-D (see also [1]), the sidelobe peaks of the conventional beamformer are fixed and cannot be reduced by, for instance, by adjusting $\tilde{R}$. This is an undesired property as, for instance, $\tilde{P}_c(\phi_0^*)$, the most prominent sidelobe peak of $\tilde{P}_c(\phi_*)$, may be unacceptably large. In contrast to the conventional beamformer, the sidelobe peaks of the proposed null-steering beamformer are not fixed and depend on the null locations $\phi_1, \ldots, \phi_L$. Therefore, positioning nulls at proper locations, $w_{ns}$ may alternatively be used to decrease the sidelobe peaks.

Let $\tilde{P}(\phi_*, \phi_1)$ denote the average beampattern of a null-steering beamformer with a single null at $\phi_1$. Note that the second argument is added to $\tilde{P}(\phi_*, \phi_1)$ to stress that $\phi_1$ is a design parameter. Let us also denote $A \subseteq (0, \pi)$ such that
$$\tilde{P}(0, \phi_1) \geq 0.9 \quad \forall \phi_1 \in A. \quad \text{(54)}$$
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Inequality (54) implies that selecting $\phi_1$ from $\mathcal{A}$ guarantees that the decrease in the received power at the AP due to the use of $w_m$ is negligible. In what follows, we aim to find $\phi_1^*$ such that: 1) $\phi_1^* \in \mathcal{A}$; and 2) Among all $\phi_1 \in \mathcal{A}$, $\phi_1^*$ minimizes the largest sidelobe peak of $\hat{P}(\phi_\bullet, \phi_1)$.

When $L = 1$, we have $\tilde{g}_\bullet = 2J_1(\alpha(\phi_\bullet - \phi_1))/\alpha(\phi_\bullet - \phi_1)$ for $\phi_\bullet \neq \phi_1$ and $\mathbf{E} = 1$. Therefore, for $\phi_\bullet \neq \phi_1$, the average beampattern expression (29) reduces to

$$\hat{P}(\phi_\bullet, \phi_1) = \frac{1}{K} \left( 1 + \left(\frac{2J_1(\alpha(\phi_1))}{\alpha(\phi_1)}\right)^2 \right) \quad \text{and, hence,}$$

$$\hat{P}(0, \phi_1) \geq \left(1 - \left(\frac{2J_1(\alpha(\phi_1))}{\alpha(\phi_1)}\right)^2\right)^2. \quad (56)$$

It is direct to show from (56) that

$$\mathcal{A} = \left[ 2\arcsin\left(\frac{3}{4\pi R}\right), \pi \right] \quad (57)$$

satisfies (54). Note from (57) that $\alpha(\phi_1^*) \geq 3$ and, further, for any $\phi_1 \in \mathcal{A}$ we have

$$\hat{P}(\phi_\bullet, \phi_1) \approx \frac{1}{K} + \left(1 - \frac{1}{K}\right) \times$$

$$\left(\frac{2J_1(\alpha(\phi_1))}{\alpha(\phi_1)} - \frac{2J_1(\alpha(\phi_1))}{\alpha(\phi_\bullet - \phi_1)}\right)^2. \quad (58)$$

Note that the RHS of (58) depends on $\alpha(\phi_1)$, $\alpha(\phi_\bullet)$, and $\alpha(\phi_\bullet - \phi_1)$ where

$$\alpha(\phi_\bullet - \phi_1) = 4\pi R \sin\left(\frac{\phi_\bullet - \phi_1}{2}\right) = \alpha(\phi_\bullet) \cos\left(\frac{\phi_1}{2}\right) - \alpha(\phi_1) \cos\left(\frac{\phi_\bullet}{2}\right)$$

$$= \alpha(\phi_\bullet) \sqrt{1 - \frac{\alpha(\phi_1)}{4\pi R}^2} - \alpha(\phi_1) \sqrt{1 - \frac{\alpha(\phi_\bullet)}{4\pi R}^2}. \quad (59)$$

Using (59) in (58), it immediately follows that, in general, $\hat{P}(\phi_\bullet, \phi_1)$ is a function of $\alpha(\phi_1)$, $\alpha(\phi_\bullet)$, and $R$. However, as will be argued below, if $R \geq 5$, then $\hat{P}(\phi_\bullet, \phi_1)$ is almost independent of $R$ for the whole range of $\alpha(\phi_1)$ and $\alpha(\phi_\bullet)$ of our concern. To substantiate the above claim, let $\tilde{\phi}_p^{(s)}(\phi_1)$ denote the largest sidelobe peak point of $\hat{P}(\phi_\bullet, \phi_1)$ for a given $\phi_1$. The argument $\phi_1$ in $\tilde{\phi}_p^{(s)}(\phi_1)$ is used to emphasize the fact that the largest sidelobe peak point of the average beampattern depends on $\phi_1$. Moreover, note that, in contrary to the conventional beamformer, there is no guarantee that the first sidelobe peak of $\hat{P}(\phi_\bullet, \phi_1)$ is its largest one. Therefore, the superscript $(s)$ (and not $(1)$) is used to denote the index of the largest sidelobe peak of $\hat{P}(\phi_\bullet, \phi_1)$. It has been shown in [11], and will be further verified here through computer simulations, both $\alpha(\phi_1^*)$ and $\alpha(\tilde{\phi}_p^{(s)}(\phi_1))$ should be smaller

than $\nu^{(3)} = 10.1735$. The bounds on $\alpha(\phi_1^*)$ and $\alpha(\tilde{\phi}_p^{(s)}(\phi_1))$ suggest that, to find $\phi_1^*$ and $\tilde{\phi}_p^{(s)}(\phi_1)$, it is only required to search in the intervals corresponding to $\alpha(\phi_1) \in [3, \nu^{(3)}]$ and $\alpha(\phi_\bullet) \in [0, \nu^{(3)}]$. If $R \geq 5$, we have in the latter intervals that

$$\min\left\{1 - \left(\frac{\alpha(\phi_1)}{4\pi R}\right)^2, 1 - \left(\frac{\alpha(\phi_\bullet)}{4\pi R}\right)^2\right\} = 0.9868. \quad (60)$$

Using (60) in (59), it holds for any $R \geq 5$, $\alpha(\phi_1) \in [3, \nu^{(3)}]$, and $\alpha(\phi_\bullet) \in [0, \nu^{(3)}]$ that $\alpha(\phi_\bullet - \phi_1) \approx \alpha(\phi_\bullet) - \alpha(\phi_1)$. The latter approximation shows that if $R \geq 5$ and $\alpha(\phi_1)$ and $\alpha(\phi_\bullet)$ are in the intervals of our concern, then $\hat{P}(\phi_\bullet, \phi_1)$ is solely a function of two variables $\alpha(\phi_1)$ and $\alpha(\phi_\bullet)$ and can be equivalently represented as

$$\hat{P}(\alpha(\phi_\bullet), \alpha(\phi_1)) = \frac{1}{K} + \left(1 - \frac{1}{K}\right) \times$$

$$\left(\frac{2J_1(\alpha(\phi_1))}{\alpha(\phi_1)} - \frac{2J_1(\alpha(\phi_\bullet))}{\alpha(\phi_\bullet)} \right)^2. \quad (61)$$

Approximation (61) not only represents the average beampattern expression as an explicit function of $\alpha(\phi_1)$ and $\alpha(\phi_\bullet)$, but also implies that, if $R \geq 5$, then $\alpha(\tilde{\phi}_p^{(s)}(\phi_1))$ and $\alpha(\phi_1^*)$ are independent of $R$. The latter result is of considerable practical importance, as it shows that if $R \geq 5$, then $\alpha(\phi_1^*)$ is globally optimal for any WSN cluster size. To determine $\alpha(\phi_1^*)$, one can first use (61) to obtain $\alpha(\tilde{\phi}_p^{(s)}(\phi_1))$ for every $\alpha(\phi_1) \in [3, \nu^{(3)}]$. Then, we have that

$$\alpha(\phi_1^*) = \arg \min \hat{P}\left(\alpha(\tilde{\phi}_p^{(s)}(\phi_1)), \alpha(\phi_1)\right) \quad (62)$$

among all $\alpha(\phi_1) \in [3, \nu^{(3)}]$.

Fig. 3 displays $\hat{P}(\alpha(\tilde{\phi}_p^{(s)}(\phi_1)), \alpha(\phi_1))$ (dB) versus $\alpha(\phi_1)$ for $K \rightarrow \infty$. For the sake of comparison, $\hat{P}(\phi_1)$ is also shown with a dash-dotted line. Note from (61) that, unlike $\hat{P}(\alpha(\tilde{\phi}_p^{(s)}(\phi_1)), \alpha(\phi_1))$, $\alpha(\phi_1^*)$ is independent of $K$. It should also be mentioned that the part of the curve of $\hat{P}(\alpha(\tilde{\phi}_p^{(s)}(\phi_1)), \alpha(\phi_1))$ that is plotted with a bold line corresponds to those values of $\alpha(\phi_1)$ for which $\tilde{\phi}_p^{(s)}(\phi_1) = \alpha(\phi_1^*)$. 
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Moreover, if \( \phi_1^* \) is used, then, depending on \( K \), the resulting largest sidelobe peaks can be up to 6.6 (dB) less than the largest sidelobe peak of the conventional beamformer.

VI. CONCLUSIONS

A null-steering beamformer has been proposed that, in contrary to its existing counterparts, is applicable to WSNs wherein each node is unaware of other nodes’ locations. Assuming that the nodes are uniformly distributed on a two-dimensional plane, the average beampattern expression of the proposed beamformer has been derived. It has been shown that the average gain of this beamformer is inversely proportional to the number of nodes at the directions of unintended receivers and is approximately equal to that of the conventional beamformer in directions with far angular distance from any unintended receiver.

A single-null null-steering beamformer has been considered and the optimal null position was obtained that minimizes the maximal level of the average beampattern sidelobe without causing a noticeable degradation in the received power at the AP.
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Fig. 4 shows \( P(\phi_*, \phi_1^*) \) in (58) versus \( \alpha(\phi_*) \) for \( K = 200 \). \( P_2(\phi_*) \) is also displayed in this figure. As can be observed from Fig. 4, the first and the second sidelobe peaks of \( P(\phi_*, \phi_1^*) \) are equal and both are much smaller than the first sidelobe peak of \( P_2(\phi_*) \). This validates the analytical results of this subsection and confirms the effectiveness of selecting \( \phi_1^* \) as in (64) to reduce the sidelobe peaks of the average beampattern.