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ABSTRACT

Rule based systems for processing text data encode the knowledge of a human expert into a rule base to take decisions based on interactions of the input data and the rule base. Similarly, supervised learning based systems can learn patterns present in a given dataset to make decisions on similar and other related data. Performances of both these classes of models are largely dependent on the training examples seen by them, based on which the learning was performed. Even though trained models might fit well on training data, the accuracies they yield on a new test data may be considerably different. Computing the accuracy of the learnt models on new unlabeled datasets is a challenging problem requiring costly labeling, and which is still likely to only cover a subset of the new data because of the large sizes of datasets involved. In this paper, we present a method to estimate the accuracy of a given model on a new dataset without manually labeling the data. We verify our method on large datasets for two shallow text processing tasks: document classification and postal address segmentation, and using both supervised machine learning methods and human generated rule based models.
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1. INTRODUCTION

Today, the quantity of available information is increasing exponentially. Enormous amounts of data is present within enterprises; and various standard techniques are increasingly being utilized to process this data automatically, such as for verification, data-cleansing, data-correction, forecasting and categorization.

For example, let us consider the case of medium to large enterprises, which have millions of customer address records. For the sake of customer segmentation, it is often necessary to determine entities within these addresses such as street names, city names, state names and postal codes. The number of such records can be several millions for medium to large sized companies. In practice, rule based models, which encode human expert knowledge, are often employed for this purpose.[8] These rules based models can also be thought of as supervised systems where the expert generalizes rules to unseen situations. Whenever new data is presented to this trained model, one needs to customize the model according to properties of the new data by including new rules or modifying existing ones. This customization is an expensive task and hence, an estimation of the customization effort needed is essential in making policy decisions. A preliminary step in estimating customization effort requires knowledge of the accuracy of the existing uncustomized model on the new dataset. Even in case of machine learning models, one needs to know the accuracy of the model on a new dataset. The accuracy of a model may vary considerably from one dataset to another if the new dataset is drawn from a different underlying distribution. For example, a model built to recognize and classify address segment entities in postal addresses using examples from one geography may not perform satisfactorily for addresses from another geography.
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and holding out data can be used for fine tuning a model so as to better fit it on the data used for training, they represent the model’s performance on the available training data and their results cannot be generalized to predict model’s accuracy on any new test dataset coming from a different underlying distribution.

It is then desirable to have a way of estimating the accuracy of a model on a new dataset without having to perform the actual labeling. In this paper we present a meta-learning approach to perform this task efficiently. Our method for estimating accuracy comprises of building a regression based predictor of accuracies. We train the accuracy prediction model on datasets with known accuracies, using an appropriate selection of meta-features characterizing the dataset.

For example, to determine the house number token within a postal address, orthographic features such as the length of the token, capitalization patterns and relative positions can be used in making the identification. In this example, to estimate the accuracy of the segmentation model, which is the task of the accuracy prediction, we need to determine how effectively the segmentation model is able to find the house number tokens. We show that there are meta-features that can be used by the accuracy prediction model to estimate the segmentation model’s accuracy.

In our experiments, we show that the approach of building an accuracy prediction model using meta-features is applicable to different decision models ranging from rule based systems to supervised machine learning algorithms. We validate our method on two important text processing tasks, i.e. postal address segmentation task and a supervised learning based text classification task.

Also significantly, one would like to consider only a small subset of the data instead of processing the complete dataset consisting of millions of records. We present a sampling technique to efficiently choose representative samples from the huge test data and present method to estimate the accuracy on the complete data using these representative samples so as to avoid huge computational overheads. We empirically show that samples drawn using our method are more representative of the dataset than samples drawn using another popular technique, Simple Random Sampling.

The rest of the paper is organized as follows. The next section describes related work done in this domain and describes how the current study differs from the existing work. Section 3 describes our approach in detail. In Section 4 we discuss our experiments and results for two different types of text processing tasks, and using rule based models and machine learning algorithms. Section 5 concludes the study with a brief discussion of the work.

2. RELATED WORK

It is well known that any machine learning algorithm cannot cater to needs of all types of problems. Most often, the machine learning practitioner chooses the algorithm to use by observing characteristics of the dataset at hand and then deciding the suitability of the available algorithms. Recently, attempts have been made to design models which can automatically perform such tasks via ‘meta-learning’.

Meta-learning involves characterizing a dataset by a set of ‘meta-features’ and then designing models that make prediction about new datasets. The problem of dataset characterization has been addressed in some previous works. The major dataset characterization techniques include a set of mean based statistical and information-theoretic measures of the attributes developed as a sequel to the work done in the STATLOG project [13], and a finer implementation of these measures in the form of histograms instead of means [10]. Another method which performs well is the landmarking approach [14] where a few selected well known algorithms are treated as landmarkers and the corresponding accuracies on the dataset under consideration are treated as measures to characterize the dataset. In this case, the landmarkers virtually measure some specific property of the dataset and a good performance of the landmark is reflective of the property. These measures have been explored by several researchers in exploiting meta-learning in ways like ranking various available machine learning models in order of their suitability for the task; finding the best algorithm for the dataset from a pool of algorithms via a relative ordering of the algorithms [14] and predicting whether a particular algorithm is suitable for the dataset [13]. All these methods explore meta-learning as a classification task.

In this paper we follow the approach of Bensusan and Kalousis [2] who investigate the use of meta-learning to directly estimate the predictive accuracy of a classifier. They develop regression models for predicting the accuracies of a set of 8 classifiers using three different data characterization techniques mentioned above. They empirically show that landmarking is the best performing method of dataset characterization, followed by the statistical and information theoretic measures and finally histogram based measures.

Our work differs from theirs in the nature of targeted datasets. In their experiments, the datasets used are labeled and span varying domains. Hence they use very coarse meta-features which measure the nature of attributes and labels e.g. fraction of attributes that are nominal in nature, size of datasets, sparseness, number of labels, types of labels, performance of various landmarkers on the datasets etc.

In our case, the datasets are largely from the same domain. Thus, the datasets and the attributes describing them are largely similar to each other. Also, the datasets are unlabeled and textual in nature. Due to lack of labels and largely overlapping feature-spaces, most meta-features used by Bensusan and Kalousis are not applicable for unlabeled textual data. For instance, in our case, landmarking, which is the dataset characterizing technique recommended by Bensusan and Kalousis, is not applicable because the lack of labels prevents us from determining the accuracies of the landmarkers (few selected algorithms) on our dataset. Owing to the same reason, meta-features like number of labels and types of labels cannot be used in our case. Moreover, since the datasets in our case are described by the same set of attributes, meta-features like fraction of nominal attributes are rendered useless. Instead, we rely on finer meta-features, for example measuring moments of distributions of attributes instead of just nature of attributes. We also find that the selected meta-features show significant correlations with accuracy, thus, justifying our approach.

Furthermore, we apply this approach in a domain where the potential of meta-learning is yet unexplored as of now; possibly because of the inherent challenges that accompany text processing tasks, even though potential applications in this field are significant. We validate our method to estimate the accuracy of different types of decision models ranging from supervised machine learning models (like SVMs) to
3. ACCURACY ESTIMATION METHODOLOGY

As motivating examples of notions of ‘accuracy’ for different text-based tasks, consider the task of segmenting postal address records to extract structured elements and a document classification task of classifying webpages.

Address segmentation generally works by assigning a label to each token after studying some features of the token, which can include context in terms of already assigned labels for neighboring tokens. The following is an example of an address record from which address entities have been extracted:

<table>
<thead>
<tr>
<th>House No.</th>
<th>Street name</th>
<th>City</th>
<th>Pincode</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 26</td>
<td>Sector 62</td>
<td>Noida</td>
<td>201307</td>
</tr>
</tbody>
</table>

In this case, the accuracy of the address segmentation model can be defined as:

\[
\text{Accuracy} = \frac{\text{No. of correctly labeled tokens}}{\text{Total no. of tokens}}
\]

Similarly, for the case of document classification, let us consider a corpus of webpages (consisting of words) from various universities where the task at hand is to classify the page as belonging to either a student or a faculty member, and the classification model uses a simple Bag of Words (BoW) type of approach for the purpose, i.e., the owner of the webpage is identified based on occurrences of certain key words (identified by the classifier). For instance, consider the following example. The key words have been marked in bold fonts.

```
1 'I am a graduate student in ....'
   My Advisor’s name is Dr. .....'
2 'I am a professor in the Faculty and I have been teaching the course in....'
```

In this case, the accuracy of the classifier could be trivially defined as:

\[
\text{Accuracy} = \frac{\text{No. of correctly labeled webpages}}{\text{Total no. of webpages}}
\]

The goal, in either case, is to estimate the accuracy on an unseen dataset for a given model, M (which can be rule based or machine learning based). Our approach can broadly be summarized in the following steps:

1. Create \( N \) representative samples from the huge unlabeled dataset, each consisting of multiple data-points.
2. For each representative sample, extract a set of defining features for each unit of the textual data.
3. Characterize the representative samples by a set of ‘meta-features’ which depend on the distribution of the unit features extracted in the previous step.
4. Use a trained accuracy prediction model to estimate the accuracy of the model \( M \) on the unlabeled representative samples using the meta-features as predictive variables.
5. Generalize the accuracy on the complete dataset using its estimated values on the \( N \) representative samples.

In the rest of this section, we describe these steps in greater detail.

### 3.1 Deriving Representative Samples

In this section we explain a generic methodology to draw representative samples from a large textual dataset.

Since sizes of real life textual corpora are large, the time and resources required for processing a complete dataset would be prohibitive. We instead attempt to observe the characteristics of a few representative samples from the dataset, predict the accuracies of the model \( M \) on these samples, and generalize the results to estimate the accuracy of the model on the complete data.

A representative sample is a small subset of the dataset that ideally represents all the characteristics of the complete dataset as a whole. An intuitive method of creating a representative sample would be to divide the dataset into strata according to an ordering scheme and randomly choose one record from each stratum. The variable for ordering should be correlated with the property of the dataset we are interested in (in this case, accuracy as defined above). This method ensures that all ‘types’ of data records have equal likelihood of being represented in the sample. Various stratification methods exist in literature.

For instance, in the case of address segmentation, since we are interested in accuracy, the characteristics of the record would be defined by the structured elements present in the record. Though there can be complex methods of choosing the criterion for stratification, we need to have a quick method to estimate the ‘complexity’ of an address record.

<table>
<thead>
<tr>
<th>Sl no.</th>
<th>Words in webpage</th>
<th>Class</th>
</tr>
</thead>
</table>
| 1     | 'I am a graduate student in ....'
   My Advisor’s name is Dr. .....’ | Student       |
| 2     | 'I am a professor in the Faculty and I have been teaching the course in....' | Faculty       |
We suggest stratifying the data on the basis of lengths of address records. A longer record can be expected to have greater variation and consist of more structured elements and hence, be more complex for segmentation than a shorter one.

Similarly in the case of webpage classification, accuracy on a record (a webpage) would depend on the number of key-words that appear in the webpage. A classifier performing the binary classification would have identified a few important words as the ‘keywords’, that possess greatest predictive power. A webpage having many keywords would be easier to classify than one with fewer number of keywords or the one with no keywords at all. In such a case, we suggest stratifying the dataset on basis of number of words of the webpage identified as key-words.

We therefore, adopt the following method for creating a representative sample of size $k$:

1. Sort the records of the datasets in order of a stratifying criterion
2. Divide the sorted dataset into $k$ equisized bins
3. Randomly select one record from each bin

### 3.2 Feature Extraction

This section suggests a method of extracting defining features for individual units of the representative samples.

Different models can choose a different ‘unit’ of operation according to the task at hand, and also appropriate sets of features for making predictions which depend on the unit. For example, in cases such as address segmentation tasks, the segmentation models tokenize the datasets and extract a set of defining token features for each token, which is the unit of operation. In case of document classification tasks such as that of webpage classification, the unit of operation is records (webpages) and not tokens and features are extracted for the webpages as a whole.

Since the task here is predicting the accuracy of model M, and we later use the distribution of the these unit features in estimating the accuracy; we choose a feature set that is same as the feature set used by model M. Unfortunately, this might not always be convenient, specially in segmentation tasks, as some models follow a ‘w-sized window based approach’ to include ‘context’ where the labels of previous $w$ tokens are used as one of the features defining the current token. Since the dataset is unlabeled, we certainly cannot include such features in our design. However, the general idea is to make the two feature sets overlap as much as possible.

Following is a list of some features commonly used by classifiers while processing text data such as addresses: relative position of the token in text record, length of the token, capitalization patterns, letter patterns (for example, 2345 and A/2 can be represented as D+ and LSD respectively where D stands for digit, L for letter and S for special characters).

In case of several other text processing tasks, such as the document classification task, feature extraction is relatively simpler. The classifier in these cases develops a term-document matrix. They create a vocabulary of all possible words that appear in the dataset and count of occurrences of the most predictive words of the vocabulary (key-words) is treated as feature vector. Since such a feature vector does not depend on any labels we can easily fulfill the idea of making the two feature sets overlap. Hence, we suggest using the same feature space for accuracy estimation of such classifiers. In Section 4.1.3 we explain further how features can be extracted for such tasks.

A representative sample is now expressed as an $n_1 \times n_2$ array where, $n_1$ is the total number of units (tokens or records) in the sample and $n_2$ the number of unit features extracted for each unit.

### 3.3 Meta-feature Creation

The basic idea of estimating the accuracy of a classifier is motivated from the fact that accuracy of any rule based or machine learning model, M can vary considerably from one dataset to another. Had it not been the case, the accuracy of the model on any new data could have been estimated as the accuracy of model on the training set itself. To estimate the accuracy of any model on a new dataset, we need to know...
its accuracy on a few known (possibly small) datasets, and then we would compare the new dataset with these known datasets to get an estimate of accuracy of the model on the new dataset. Therefore, the need for defining the parameters of comparison arises. These parameters are referred to as ‘meta-features’.

Since a dataset is composed of units (token/records) and these units are themselves defined by sets of unit features, it is intuitive to compare distribution of these unit features to measure the degree of similarity or dissimilarity between datasets. Therefore, to characterize a representative sample, we refine the statistical and information theoretic measures described in [20] to capture the distributions of the unit features as extracted in previous subsection. Table 1 shows a list of meta-features possible for different types of unit features.

Using the meta-features, we thus change the expression of representative sample to an m dimensional vector where m is the total number of meta-features. We subsequently prune the meta-feature set using a stepwise backward elimination procedure described in Section 4.

For purpose of visualization, we consider three datasets for address segmentation which were hand tagged by human experts. The datasets exhibited two different accuracies (32.9% for one, considerably different from about 73% for the other two) for a segmentation task using a Conditional Random Field (CRF) [18] based segmentation model. This difference in accuracies can be attributed to differences in the underlying distributions of the datasets. In Figure 1 we show normalized meta-features values for the datasets. There is a considerable difference in almost all the meta-features values between the two levels of accuracies, whereas the two datasets with similar metafeatures (and hence similar underlying distributions) correspond to roughly the same accuracy. Similarly, we consider three other datasets from a different domain, the webpage classification task. The datasets presented two different accuracy-levels for classification using Support Vector Machine (SVM) [15] based classification model. Figure 2 shows the normalized meta-features for these datasets. In this case too, there is a similar trend, which corroborates our belief that the meta-features can possibly represent the underlying distribution efficiently, such that any difference (or similarity) in the distribution and hence accuracy, gets reflected in the meta-features values.

### 3.4 Accuracy Prediction model

We now train a model to learn the accuracy values using the selected meta-features as the predictive variables. For this purpose, we learn a regression model on a meta-dataset. A meta-dataset is a two dimensional array where samples (datasets) form the rows and the meta-features form columns. The accuracy on a sample is taken as the dependent variable as a function of the meta-features. The accuracy estimation model approximates this function in form of a non-linear regression task using SVMs. The training is performed using a few labeled datasets on which the accuracies of the model M are known beforehand. Once an accuracy prediction model has been properly trained, we provide the meta-features of the new representative samples as input to this prediction model and obtain the predicted accuracy.

### 3.5 Combining sample accuracies

The accuracy of model M on the complete dataset can simply be estimated as the accuracy on any one representative sample. However, for a reliable estimate, one would want to consider the accuracies on several representative samples. We, therefore, draw N different representative samples of same size, estimate the accuracy on each one of them and then combine them to get the accuracy on complete dataset. We also estimate the standard error in this measurement using these N values.

#### Accuracy on a sample is defined as:

\[
\text{Accuracy} = \frac{\text{No. of correctly labeled units}}{\text{Total no. of units in the sample}}
\]

In cases where a record behaves as the ‘unit’ of operation, such as the document classification tasks, the method of choosing representative samples ensures that all the N representative samples will consist of equal number of ‘units’. Hence, the combined accuracy of all samples can be estimated as the mean accuracy of the N representative samples. The combined accuracy of the multiple samples is calculated as follows:

1. Draw N independent equisized representative samples from the complete dataset and use the trained accuracy prediction model to estimate accuracy on each one of them.

2. Estimate the overall accuracy, A as:

\[
A = \frac{\sum_{i=1}^{N} a_i}{N}
\]

where, \( a_i = \text{Predicted accuracy on sample } i \).

3. The standard error, \( \delta \), in measurement of \( A \) can be estimated as the standard deviation of these \( N \) accuracy values as follows:

\[
\delta = \sqrt{\frac{\sum_{i=1}^{N}(a_i - A)^2}{N}}
\]

However, often, the unit of operation in text processing domain is a single token of the record and not the complete record. Since the number of tokens in any record is variable and the method of selecting representative samples operates in a fashion so as to have equal number of records in equisized representative samples, total number of units in the

<table>
<thead>
<tr>
<th>Type of unit feature</th>
<th>Meta-features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous</td>
<td>mean, standard deviation, skewness and kurtosis of individual token features and correlation between unit features taken two at a time</td>
</tr>
<tr>
<td>Categorical</td>
<td>entropy</td>
</tr>
<tr>
<td>Dictionary based (binary)</td>
<td>fraction of tokens appearing in the concerned dictionary</td>
</tr>
</tbody>
</table>

Table 1: List of meta-features extractable for various types of unit features
equisized representative samples will be variable. Therefore, referring to above mentioned definition of accuracy, we cannot accurately estimate the combined accuracy of all samples as the mean accuracy of $N$ representative samples. We, therefore, adopt the following procedure:

1. Independently extract $N$ equisized representative samples from the complete dataset and estimate the accuracy on each of them using the accuracy prediction model.

2. For a representative sample $i$, define $x_i$ such that:
   
   $x_i = \frac{\text{Predicted accuracy on sample } i \times y_i}{\text{Total no. of tokens in sample } i}$

   Hence, $x_i$ is the estimated number of correctly labeled tokens in sample $i$.

3. The overall accuracy ($A$) is defined as:
   \[
   A = \frac{\sum_{i=1}^{N} x_i}{\sum_{i=1}^{N} y_i}
   \]

4. We estimate the standard error in measurement of $A$ as the standard deviation of the $N$ accuracy values. Since, $A$ is ratio of summations over two variables, its standard deviation is defined as [12]:
   \[
   \delta = \frac{1}{\sqrt{\frac{\bar{x} \bar{y}}{y}} \sqrt{\frac{\sigma_x^2}{x^2} + \frac{\sigma_y^2}{y^2} - 2 \frac{c_{xy}}{xy}}}
   \]

   where,
   \[
   \bar{x}, \bar{y} = \text{mean values of } x \text{ and } y \text{ respectively}
   \]
   \[
   \sigma_x, \sigma_y = \text{standard deviation of } x \text{ and } y \text{ respectively}
   \]
   \[
   c_{xy} = \text{covariance of } x \text{ and } y
   \]

   Finally, the estimated accuracy of model $M$ on the complete dataset is [5]:
   \[
   A \pm (z \delta)
   \]

   where, $z$ determines the confidence interval assuming a normal distribution of the samples' accuracies. For 90%, 95% and 99% confidence intervals, the corresponding $z$ values are 1.65, 1.96 and 2.58 respectively.

   The expression $(z \delta)$ is called the margin of error ($E$).

**Choosing the appropriate value of $N$:** In this approach, one also needs to decide the number of representative samples required for obtaining a desired margin of error, $E$. Now,

\[
E = z \delta
\]

Alternatively,

\[
E = \frac{\phi}{\sqrt{N}}
\]

where,

\[
\phi = \frac{\bar{x}}{\bar{y}} \sqrt{\frac{\sigma_x^2}{x^2} + \frac{\sigma_y^2}{y^2} - 2 \frac{c_{xy}}{xy}}
\]

Therefore,

\[
N = \left( \frac{z \phi}{E} \right)^2
\]

Unfortunately, to determine the value of $N$ we need to have a separate estimate of $\phi$ besides $z$ and $E$. The value of $z$ and $E$ can be set as desired by the user while the value of $\phi$ is estimated from a pilot study.

**A pilot study** is a small experiment aimed at obtaining a rough estimate of some variable ($\phi$ in our case). We propose to draw $n$ (say, 50) representative samples from the dataset and calculate $\phi$ for this set of samples using the formula mentioned above. Since, the value of $\phi$ does not vary considerably with different values of $N$, this value can hence be used as a rough estimate of $\phi$. The appropriate value of $N$ for a desired margin of error can now be estimated using the formula.

4. **Experiments and Results**

The major constraint in the study is a lack of large sized labeled textual data for robust testing of the complete system at one go. We, therefore, divide the evaluation into two separate phases for validating the accuracy prediction model and the sampling method. We use a heterogeneous set of several small sized labeled datasets with manually computed accuracies for testing the accuracy prediction model. For the sampling method, it suffices to show that estimated accuracy on the entire dataset using the sampling method is the same as the estimate predicted by running the accuracy prediction model for the entire dataset itself. Additionally, we manually annotate a smaller subset of the huge dataset; calculate accuracy of the model on this subset and compare its value with the predicted value.

4.1 **The Accuracy Prediction Model**

We designed and tested accuracy prediction models for three different classifiers.

1. A CRF model for segmenting Indian postal addresses
2. A rule based model for segmenting Indian postal addresses
3. An SVM classifier for classifying text of webpages as faculty/student webpage

In each case, the accuracy prediction model was built and tested on labeled datasets. We used Support Vector Machine for regression [19] on accuracies of datasets.

**Evaluation Criterion:** We used Mean Absolute Error (MAE) to measure the performance of our accuracy prediction model on a test set consisting of, say, $n$ datasets. It is defined as:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |f_i - y_i|
\]

Here $f_i$ is the estimated accuracy for dataset $i$ and $y_i$ is the actual accuracy.

**Evaluation Methodology:** In our experiments, we often use Leave-one-out (LOO) Cross Validation to compute MAE. LOO-Cross Validation is a popular validation technique for predictive models where one of the data points is treated as the validation point and the model is trained on the remaining point. The performance of the model on the validation set is compared to the known results. The process is repeated till each data point is used once as validation set. For our experiments, the accuracy prediction model is the predictive model and the various labeled datasets behave as the data points.
### Dataset Description

<table>
<thead>
<tr>
<th>Dataset number</th>
<th>Description</th>
<th>No. of datasets</th>
<th>No. of records in each dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-14</td>
<td>Mumbai addresses</td>
<td>14</td>
<td>50</td>
</tr>
<tr>
<td>15-16</td>
<td>Delhi addresses</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>17-19</td>
<td>All states addresses</td>
<td>3</td>
<td>50</td>
</tr>
</tbody>
</table>

**Table 2: Datasets for validating the Accuracy Prediction model (using CRF)**

In a few cases, we use hold-out validation where we mark a few labeled datasets (which are known to be mutually similar, but different from others) as the validation set and train the accuracy prediction model on the other datasets. The predictions made by the accuracy prediction model on the validation set are compared to the actual values.

#### 4.1.1 Estimating Accuracy of the CRF

**Datasets:** We used labeled address datasets from various Indian geographies for this experiment. A brief description of the datasets is provided in Table 2.

**Classifier:** We designed an accuracy prediction model to estimate the accuracy of a CRF based segmentation model [16, 17, 18]. The CRF was trained on one of the Mumbai datasets of 50 records, tested on all the 19 datasets and accuracies of the trained CRF were noted for each of the 19 datasets.

**Feature extraction:** The CRF model tokenizes the textual address dataset and extracts various features for each token. It then creates a ‘Training dictionary’ which is a dictionary of lexical entities appearing in the training dataset and then checks for appearances of those words at specific locations in the test record, looking for previous labels at the same time. It also checks for the letter patterns in the tokens apart from token’s position and length. To make the feature set overlap as much as possible with the feature set used by the CRF model, we use the following features:

1. **Token length:** numeric
2. **Relative position of the token in address record:** numeric
3. **Type of characters in the token (alphanumeric/ all-digits/all-letters):** categorical
4. **Presence of the token in the training dictionary:** binary

**Meta-features creation and selection:** We extract meta-features as described in Table 1. Todorovski et al. [20] point out that an optimal meta-feature set should be chosen for best performance of a meta-learner. In our experiments, we selected an optimal meta-feature subset by stepwise backward elimination using LOO-Cross Validation on the meta-dataset consisting of training examples. Table 3 shows that selection of an optimal subset indeed leads to a better accuracy prediction model which has a lower MAE for LOO-Cross Validation.

### Effect of meta-feature selection on performance of the accuracy prediction model

<table>
<thead>
<tr>
<th>Token feature</th>
<th>Meta-feature</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Token length</td>
<td>Mean Standard deviation Skewness Kurtosis</td>
<td>0.0474 0.1764 0.107 0.1177</td>
</tr>
<tr>
<td>Token position</td>
<td>Mean Standard deviation Skewness Kurtosis</td>
<td>0.2804 0.3163 0.4335 0.3451</td>
</tr>
<tr>
<td>Symbol type</td>
<td>Entropy</td>
<td>0.4978</td>
</tr>
<tr>
<td>Presence in dictionary</td>
<td>Fraction of tokens</td>
<td>0.8943</td>
</tr>
</tbody>
</table>

**Table 4: Spearman rank Correlation values of meta-features values and accuracy values**

Since we estimate a model’s accuracy using meta-features, it is essential for the meta-features to have good predictive potential. A measure of correlation between the meta-features values and the accuracy values might yield insights into capabilities of the meta-features. Table 4 shows the extent of non linear correlation between the meta-features and the accuracy values. The table shows that a few meta-features have fair correlation with the accuracy values, particularly one based on fraction of tokens appearing in training dictionary. It also suggests that mean length of tokens, which has a low correlation with accuracy, might not be a powerful meta-feature. This is corroborated when we drop this meta-feature during the meta-feature subset selection phase.

**Validating the model:** We tested our accuracy prediction model using LOO-Cross Validation and obtained a mean absolute error of 3.13. However, we believe that LOO-Cross Validation would not be the best evaluation strategy in this case because there are more than one datasets belonging to one geographical location and a model trained on addresses of a particular geographical location is expected to perform well in predicting accuracy on addresses of the same location as it had learnt similar addresses during training. We, therefore, carried out two different hold out validation experiments for a more robust testing in which the training and validation sets were from different geographical locations. The detailed results are presented in Table 5.
Table 5: Results of validation of the accuracy prediction model (using CRF) for address segmentation (Dataset numbers as mentioned in Table 2)

<table>
<thead>
<tr>
<th>Training datasets No</th>
<th>Validation dataset No.</th>
<th>(Actual Accuracy, Estimated Accuracy)</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-16</td>
<td>17-19</td>
<td>(49.37%, 48.18%) (46.55%, 52.54%)</td>
<td>2.65</td>
</tr>
<tr>
<td>1-14, 17-19</td>
<td>15-16</td>
<td>(35.68%, 33.67%) (32.97%, 37.79%)</td>
<td>3.42</td>
</tr>
</tbody>
</table>

4.1.2 Estimating Accuracy of the Rule Based Classifier

Datasets: In this experiment, we use 21 labeled address datasets from more than 11 different Indian states. Each dataset contains 100 address records.

Classifier: We validate our technique for estimating accuracy of a Rule based segmentation model. The model was designed by domain experts who manually constructed a rule base comprising of about a thousand rules. For the experiment, we ran the model on the 21 datasets, and noted its accuracy on each of them.

Features extraction: This classifier relied on use of dictionaries of various Indian states, Cities and Postal codes, letter patterns, location of a token in an address etc. Apart from maintaining dictionary, the model looked for patterns and positioning of the tokens. Thus, the token features described in Section 4.1.1 would also be sufficient for this task.

Meta-features creation and selection: We extract the same meta-features as described in Table 1 and used stepwise backward elimination using LOO-Cross Validation for selecting the optimal subset. The effect of meta-feature subset selection on model’s performance is shown in Table 3.

Validating the model: We tested our prediction model using LOO-Cross Validation and obtained a mean absolute error of 2.04. Also, as before, for more realistic testing, we carried out hold-out validation where we ensured that the validation and training set contain datasets from different geographies. Results are summarized in Table 6.

4.1.3 Estimating Accuracy of the SVM

Datasets: We used ‘The 4 Universities’ dataset [1] collected by the CMU text learning group. The dataset contains WWW-pages collected from Computer Science departments of various universities. We use a subset of the data containing only faculty and student webpages and divided this into 30 equisized parts, so that each part could be treated as an independent dataset.

Classifier: We designed a binary SVM based classifier for classifying a webpage as a faculty or a student webpage. One of the 30 parts was chosen as the training set and the remaining 29 were used as test sets. The training set was tokenized and a term-document matrix was created. The features, hence represented term occurrences. We then chose an optimal feature subset using the correlation based feature selection technique [9]. The SVM was trained using this feature subset followed by testing on the 29 test sets. The accuracies on each of the testsets were noted for use in the accuracy prediction task.

Features extraction: The SVM model was using the count of occurrences of most predictive terms as features. We use the same feature space as the feature set used by the SVM.

Meta-features creation and selection: The unit feature space in this case was large (22 dimensional). Hence, we had to be careful about deciding the meta-features to be extracted so as to best capture their distribution with minimum number of meta-features. Owing to the sparse nature of the term-document matrix, the features (count of occurrences of terms) were zero for most of the webpage instances. We, therefore, derived the following meta-features for each feature and used stepwise backward elimination for selecting the optimal subset.

1. Mean of the unit feature: Mean number of occurrences of a term
2. Degree of sparseness of the unit feature: Number of times the term occurred at least once in the dataset

Table 3 highlights the benefits of choosing optimal subset in terms of an improved Mean Absolute Error.

Validating the model: In this experiment too, LOO-Cross Validation was used for testing the prediction model, and we achieved a mean absolute error of 1.49. We provide detailed results for few of the 30 testsets in Table 7.

4.1.4 Dataset Size:

Since, in our case, all the validation and training datasets were of equal size, we could not explore ‘size of dataset’ as one of the meta-features. One needs to be careful, however, while using the accuracy prediction model on a larger dataset as absence of this meta-feature might lead to incorrect estimation.

4.2 Sampling Method: Accuracy estimation on large unlabeled dataset

Datasets: We used two unlabeled Indian address datasets for validating the sampling technique. The datasets comprised of 123910 and 399786 addresses respectively.

The Classifier: We verify the sampling method by predicting accuracy of the Rule based model (described in Section 4.1.2) on the two unlabeled datasets.

Validating the method: An ideal validation method would use a labeled dataset, so that actual accuracy on the complete dataset and any representative sample would be known. One could then have used the method described in Section 3.5 to estimate the accuracy on the dataset and compared it with the known accuracy.

However, large labeled datasets are unavailable, and hand tagging unlabeled dataset is costly. Hence, we exploit our prediction model designed in Section 4.1.2 to estimate the accuracy on the complete dataset (time-consuming) as well as on the representative samples; and contend that the estimate through sampling is essentially the same as through using the prediction model on the entire huge corpus. The size of representative samples is kept constant at 100 records (same as the size of the datasets used for training the accuracy prediction model) because of reasons explained in Section 4.1.4.
Table 6: Results of validation of accuracy prediction model (using Rule based model) for address segmentation

<table>
<thead>
<tr>
<th>Test datasets description</th>
<th>No. of test datasets</th>
<th>(Actual Accuracy, Estimated Accuracy)</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rajasthan</td>
<td>2</td>
<td>(93.83%, 95.81%) (93.62%, 97.03%)</td>
<td>2.70</td>
</tr>
<tr>
<td>Haryana</td>
<td>2</td>
<td>(97.10%, 92.59%) (97.32%, 89.08%)</td>
<td>6.08</td>
</tr>
<tr>
<td>All states</td>
<td>5</td>
<td>(92.27%, 94.44%) (94.07%, 94.78%) (91.12%, 94.04%) (92.36%, 93.40%) (91.96%, 94.17%)</td>
<td>1.81</td>
</tr>
</tbody>
</table>

Table 7: Results of validation of the accuracy prediction model (using SVM) for webpage classification

<table>
<thead>
<tr>
<th>Test set number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Accuracy</td>
<td>95.00%</td>
<td>85.00%</td>
<td>83.00%</td>
<td>91.00%</td>
<td>87.00%</td>
</tr>
<tr>
<td>Estimated Accuracy</td>
<td>94.17%</td>
<td>86.71%</td>
<td>84.03%</td>
<td>90.54%</td>
<td>85.37%</td>
</tr>
<tr>
<td>Absolute Error</td>
<td>0.83</td>
<td>1.71</td>
<td>1.03</td>
<td>0.46</td>
<td>1.63</td>
</tr>
</tbody>
</table>

The complete dataset could not be provided as input to the accuracy prediction model because of its huge size (refer to Section 4.1.4). Therefore, to estimate the accuracy on the complete dataset, we divided the dataset into $G$ equi-sized groups (of 100 records each) and used the accuracy prediction model to estimate the accuracy on each of these $G$ groups. We then calculate the accuracy on the complete dataset as:

$$Accuracy = \frac{\sum_{i=1}^{G} x_i}{\sum_{j=1}^{G} y_j}$$

where,

$y_j$ = Total no. of tokens in group $j$

$x_i$ = Predicted accuracy of group $i \times y_i$

To keep the evaluation fair, it was ensured that these $G$ groups aren’t a superset of the representative samples used for estimating accuracy.

Additionally, for one of the datasets (consisting of 123910 records), a randomly chosen subset of size 1000 records was hand tagged by human experts and the actual accuracy value computed (assuming that the accuracy on the complete dataset will be close to the accuracy obtained on this sample). This value was then compared with the estimated values.

For each of the two unlabeled datasets, we then compared the accuracy as estimated by our sampling method with the accuracy as predicted by prediction model and that obtained by hand tagging. Table 8 shows that in both the cases, the accuracies estimated by sampling method are fairly close to the actual values.

Comparison with Simple Random Sampling: We compare our method with Simple Random Sampling wherein we follow a procedure similar to one described in Section 3.5. The only difference lies in the way samples are created. In this case, a sample is created by Simple Random Sampling instead of a binning procedure, and selecting one record from each bin.

Table 8 shows that while both the sampling methods lead to an overall estimated accuracy close to the actual value, Simple Random Sampling leads to a greater Margin of Error ($\delta$). This happens because some of the samples selected by this method are not sufficiently representative of the dataset and hence have an accuracy considerably different from the overall accuracy, $A$ which results in a larger value of standard error ($\delta$).

5. DISCUSSION AND CONCLUSION

In this study we investigate the use of meta-learning for predicting the accuracy of a classifier designed to process text data. The method involves extracting a descriptive feature set for each token of the free text data and then capturing their distribution via the meta-features. Thus, the meta-features are essentially measures to characterize a dataset. This is followed by estimating the accuracy by an SVM based accuracy prediction model which is trained on accuracies of labeled datasets. This prediction model building procedure, though requires some labeling of small datasets for training, is a one-time involvement. Once a model has been built, it can be used repeatedly on new datasets without putting in additional effort. We validate our method for three different types of classifiers and show that the estimated accuracies are close to the actual values. Additionally, we demonstrate that the meta-features we use are correlated with accuracy.

We also suggest and validate a sampling method using binning to effectively choose representative samples from a huge dataset that are better than simple random samples, and use it for efficient accuracy estimation on the dataset. Our sampling method helps us in avoiding large computational overheads without affecting the performance of the accuracy prediction model. We empirically show that the accuracy of complete dataset lies within the bounds we estimate from its representative samples. Our experiments also suggest that the samples drawn using our method are more representative than the samples drawn using Simple Random Sampling.

This method of estimation of accuracies can be developed as a possible active learning approach and be used for selecting an appropriate training set. Building a model essentially requires labeled training set. However, for huge datasets, a training set is only a sample of the whole dataset. It is necessary to ensure that the training set is representative so that the model scales to the full dataset. Also, when developing a model, the accuracy of model on different subsets of the data can vary greatly. The proposed method can be used to identify those subsets that give low accuracy, which can be labeled and then used in training. In this way, the model can be scaled up quickly, by appropriately selecting training data, to have better accuracy on the entire dataset.

Due to insufficient data, we could not explore the role of dataset size as one of the potential meta-features. Future work can explore this possibility.
<table>
<thead>
<tr>
<th>SI No.</th>
<th>Number of records</th>
<th>Actual Accuracy</th>
<th>Estimated Accuracy</th>
<th>Accuracy as estimated by samples</th>
<th>Set1</th>
<th>Set2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Actual Accuracy</td>
<td>Estimated Accuracy</td>
<td>Accuracy as estimated by samples</td>
<td>$N$</td>
<td>$A \pm zq$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N.A</td>
<td>N.A</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N.A</td>
<td>N.A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Representative Sampling:

1. 123910 84.84% 84.15% 50 84.13$\pm$1.30% 100 84.16$\pm$1.32%
2. 399786 73.68% 50 73.81$\pm$1.19% 100 73.37$\pm$1.43%

### Simple Random Sampling:

1. 123910 84.84% 84.44% 50 84.54$\pm$3.89% 100 84.48$\pm$2.95%
2. 399786 73.31% 50 73.50$\pm$2.80% 100 73.44$\pm$3.12%

*On a subset of 1000 records  **On complete dataset  ***95% confidence limit

Table 8: Results of experiments on the Sampling Method for accuracy estimation of a Rule based model for address segmentation ($N=$Number of representative samples drawn from the dataset)
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