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Abstract
A preliminary step for many computer vision algorithms is the estimation of camera motion. In this paper we describe and compare the results of three algorithms for camera motion estimation, which require various degrees of knowledge about the camera(s) used and the scenario. The first algorithm uses a single uncalibrated camera and it is useful for applications such as content based image retrieval. This method provides only qualitative results. The second algorithm uses a single calibrated camera in order to obtain quantitative results. The third approach uses a calibrated stereo camera pair, together with a hardware stereo reconstruction system.

1. Introduction
This paper concentrates on two problems which require camera and object motion computation. The first problem is in the domain of content based image retrieval, specifically in automated motion picture annotation. The requirements are to detect various camera motions which are specific to motion picture filming techniques, such as panning, zooming, new shot etc. The requirements for this problem are to qualitatively determine the camera motion. Because digitally encoded movies are used, we have no knowledge about camera parameters or about the scene, so the solution for this problem must be restricted to using only 2D information.

The second problem is in the domain of driving assistance systems. It is often important to determine the ego vehicle motion relative to the fixed scene. Usually, there are ways to obtain this information directly, from odometry and yaw rate sensors. However, odometry cannot be always accurate in case some of the ego vehicle’s wheels are slipping. Accurate yaw rate sensors tend to be expensive. Using a mono or stereo camera system, which are passive sensors provides the means to measure the ego vehicle motion without any additional sensors. The ego vehicle motion information is useful for many algorithms involved in driving assistance systems, such as object tracking, lane detection and tracking.

In all of the algorithms described here, we use the optical flow algorithm described in [1] which provides a sparse, 2D optical flow field. The optical flow is computed only on corner points, which provide the most accurate results. From this 2D field we obtain our 3D results, using the information available in each case.

2. Camera Model
Our vehicle and camera reference frames have the x axis pointing to the left, the y axis pointing down, and the z axis pointing away from the viewer. The origin of the vehicle reference frame is a point on the road, below the middle of the front bumper of the ego vehicle. The origin of the camera reference frame is the optical center of the camera. The image reference frame has its origin in the top left corner, the x axis pointing left and the y axis pointing down.

3. The Uncalibrated Mono Camera Case
In the current implementation we chose to estimate the following camera motion types: pan left, pan right, pan up, pan down (all by the rotation of the camera around the optical center) and zoom in and zoom out (by altering the focal length). Because we don’t really know any of the camera parameters, we make the following simplifying assumptions: we consider the principal point to be in the image center ($c_x = \frac{\text{width}}{2}$ and $c_y = \frac{\text{height}}{2}$ and the pixels square ($f_x = f_y$), because cameras are usually manufactured in such a way as to ensure these. To simplify the notations, we make the substitutions $x \leftarrow x - c_x$ and $y \rightarrow y - c_y$. We therefore have:

$$
\begin{align*}
    x &= \frac{fX}{Z} ; \\
    y &= \frac{fY}{Z}
\end{align*}
$$

with $P_c = (X, Y, Z)^T$. It is convenient at this time to express the 3D points in the camera’s reference frame in polar coordinates. This is because projection happens along optical rays, and all the points on a given ray are projected onto the same image point. The following equations describe this transform:

$$
X = R \cos \beta \sin \alpha ; \quad Y = R \sin \beta ; \quad Z = R \cos \beta \cos \alpha
$$
In the above equations $R$ represents the 3D point’s distance from the camera’s optical center, $\alpha$ represents the horizontal angle made by the optical ray with the $yOz$ plane and $\beta$ the angle made by the optical ray with the $xOz$ plane. With these transforms, the projection equations become:

$$x = \frac{fR\cos \beta \sin \alpha}{R\cos \beta \cos \alpha} = f\tan \alpha$$

(3)

$$y = \frac{fR\sin \beta}{R\cos \beta \cos \alpha} = \frac{f}{\cos \alpha}$$

(4)

The camera motion detection algorithm is based on the results obtained by optical flow computation. The optical flow estimates a number of correspondent corner point pairs, in the previous and next frames. Let’s call these results obtained by optical flow computation. The optical flow by rotating and translating them using the camera’s parameters

$$x_0 + \Delta x = (f_0 + f)\tan (\alpha_0 + \Delta \alpha)$$

(6)

$$y_0 + \Delta y = (f_0 + f)\tan (\beta_0 + \Delta \beta)$$

(7)

These equations are obviously non-linear, and thus are difficult to solve. Therefore, we approximate the trigonometric functions using a first-order Taylor expansion (around the old angles and focal length values). This approximation is valid, as we expect small displacements (the frame-rate in motion pictures is usually higher than 24 fps). We arbitrarily take $f_0$ to correspond to a typical field of view of 40 degrees.

We use the RANSAC [9] method. We randomly select 10 points at each iteration and solve the equations using least squares. We repeat this until we find a model with a high percentage of inliers (60 percent in our tests) or until we exceed a maximum number of iteration (50 in our tests). If no model can be found, then we assume that a new camera shot has begun and signal this.

If a model is found, then we determine $\Delta \alpha$, $\Delta \beta$ and $\Delta f$. We filter these values across multiple frames to obtain more stable results. Some experimental results are presented in section 6.

4. The Calibrated Mono Camera Case

In this section we describe an algorithm that is useful in the context of vision based driving assistance systems. We start by applying the method described in the previous section, but, this time, $c_x$, $c_y$, $f_x$, and $f_y$ are known. Therefore we can recover $\Delta \alpha$ (the instant yaw angle) and $\Delta \beta$ (the instant pitch angle) exactly (within the limits of the first order approximation we made). This time we know that $\Delta f$ is zero, because the focal length is fixed. However, we allow this free parameter, as an approximation for the zoom-in effect caused by the ego vehicle motion.

The next task is to determine the speed of the ego vehicle. For this we make a few assumptions. First, we discard the translation vector from the world to camera transform equations. This is, of course, an approximation, because the speed is not the same in this new coordinate system, but for all practical purposes, this approximation is a good one.

Second, we assume that the ego vehicle moves only along the Z axis. This is also a good approximation. Our camera may have its optical axis non-parallel with the Z axis (usually, camera is positioned in such a way as to provide optimal results for specific applications, so we cannot assume a default configuration). To compensate for this, we transform the points for which we compute the optical flow by rotating and translating them using the camera’s parameters.

Unfortunately, it is still impossible to determine the speed on the Z axis, because we lack 3D information. This is why, some previous knowledge about the scene must be incorporated in the algorithm. This could either be the distance to some object or the dimension of some object. In the spirit of the monocular camera approach, we provided only the 3D distance between pairs of two points (such as the height of a pole, or tree, or the width of a stationary vehicle. We manually provided these distances, but they could be provided as a result of a monocular lane detection algorithm or object recognition algorithm. In either case, there are uncertainties associated with these distances, because 3D information is not available. In section 6 we provide some results of this algorithm.

5. The Calibrated Stereo Camera Case

In this section we describe an algorithm for ego vehicle motion estimation, useful in the context of stereo vision based driving assistance systems, which is able to provide highly accurate results for the pitch, yaw and roll angles variation and the speed of the ego vehicle. The algorithm makes full usage of the available 3D data, as supplied by a dense stereo reconstruction hardware system (described in [10]). The algorithm is integrated into a complete stereo...
vision based driving assistance system, described in [11] and uses the results of the lane detection and object detection modules. The stereo reconstruction hardware provides 3D coordinates for some 2D image pixels, allowing us to perform all the computations in 3D. The lane and object detection algorithms provide flags for 3D points, such as “below road”, “above road”, “road point”, “beyond driving area”, “object point” etc. This allows us to select only points which belong to fixed scene elements (“road points”, “beyond driving area”)

3D points belonging to a fixed elements in the scene undergo a rigid 3D transformation from one frame to the next, caused by the motion of the ego vehicle. The general transformation is given by:

\[ P_1 = R P_0 + T \] (8)

Because we are determining the motion of a vehicle, we restrict ourselves to the case where the translation occurs only along the Z axis, so that \( T = (0 \ 0 \ \Delta Z)^T \). With this restrictions the results become much better. However, because of errors in 3D reconstruction, caused by erroneous stereo matching, and amplified by the least squares procedure, the results for the translation component along the z axis (\(\Delta Z\)) are still extremely large.

Therefore, we took a two step approach. In the first step we computed \(\Delta Z\) as the average displacement along the z axis for all the 3D point pairs:

\[ \Delta Z = \frac{1}{N} \sum_{i=1}^{N} Z^i_1 - Z^i_0 \] (9)

This estimation for \(\Delta Z\) is much less sensitive to noise, because it uses differences instead of squared differences. In the second step we solved (using least squares) the systems:

\[ X^i_1 = r_1 X^i_0 \ ; \ Y^i_1 = r_2 Y^i_0 \ ; \ i = 1, N \] (10)

where \(r_1\) and \(r_2\) are the first two rows of the rotation matrix. Because the rows of a rotation matrix are orthonormal vectors, we normalized these to unit length and obtained \(r_3 = r_1 \times r_2\). From the rotation matrix we obtain the pitch, yaw and roll angles.

6. Experimental Results

The first algorithm, for obtaining camera motion from uncalibrated mono camera, we tested our system using manually labeled digitally encoded motion pictures, with a total length of roughly 3 hours. We found that the accuracy rate for shot detection is 91%, while the accuracy for qualitative motion estimation was 88%. Figure 1 presents some results.

![Figure 1. Various camera motions detected by our system. Optical flow vectors are represented with lines](image)

The second algorithm (motion from calibrated camera) and the third algorithm (motion from calibrated stereo cameras) where tested against data provided by speed and yaw rate sensors (see figure 2). By integrating these we obtained the trajectory of the vehicle, shown in figure 3. This was compared visually with aerial photography images.

The computation for the first two, mono algorithms is around 100ms per frame, on a 2.6 GHz Intel Core 2 Duo processor. For the stereo case, the computation lasts only around 7ms per frame, which allows the system to run in real time at more than 20 fps.

7. Conclusions and Future Work

In this paper we have presented three algorithms for camera motion estimation, based on different assumption. The first algorithm works with uncalibrated mono camera, and thus can provide only qualitative results. The second algorithm uses a calibrated mono camera, and is able to recover the yaw and pitch rate exactly. Assuming that the distance between some pairs of points is known, the algorithm can also compute the speed of the vehicle on which the camera is mounted. The third algorithms works with a calibrated stereo camera pair. This algorithm provided robust data, for yaw, pitch, and roll rates and vehicle speed, in complex scenarios. We tested our algorithms against ground truth data, and found that they are correct, and produce small errors. The third algorithm is extremely fast, and can run in real-time. In the future we will concentrate on improving the third algorithm, especially by choosing better points for optical flow computation and providing supplementary checks on the 3D optical flow vectors (such as the amount of translation along z).
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