Abstract
Reducing the power consumption and operational cost of IT servers is of great concern today. With the growth of the Internet and online services, the number of data centers is increasing day by day. Servers for many cloud applications and other large providers are spread globally. Energy costs across the globe vary dynamically. Servers operate at varied energy costs based on their location and time of use. The load of a server varies based on its geographical location and the time of operation. This paper focuses on the dynamic nature of electrical power pricing, so that a cost saving is obtained by geo-location of requests to servers operating at lower costs at particular times. There exist patterns of load that are similar for different types of servers. Scheduling decisions are made considering both loads and operating costs of the servers into account, i.e., requests are scheduled to run on servers operating at low cost that also have low expected load. In order to meet the business requirements of an application, scheduling decisions for requests that have stringent SLA considerations or high server affinity, are made by assigning high priority for these requests. Geo-location of requests is done for low priority requests.
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1. INTRODUCTION
The motivation for this paper is based on the growing importance of energy/power consumption of servers in data centers, i.e., the electricity cost incurred in order to operate them 24 × 7 and also to provide extensive cooling systems to keep their operating temperatures within thermal stability limits. Large data centers consume several megawatts of power which amounts to billions of dollars spent on energy costs. In addition to the cost of powering these servers, we also need to include the cost of deploying cooling systems (which in turn consume power) to ensure stable operation [5]. An analysis of Facebook’s spending with data centers indicates that the company paid about $50 million to lease data center space in 2010, compared to about $20 million in 2009 [1], a large increase that suggests a corresponding increase in the energy costs associated with their data centers.

Servers handling client requests are geographically distributed and the market price of energy varies based on region and time. Energy costs vary every hour at various places. Therefore, servers providing the same service may operate at different costs based on their location and times of operation. Client requests can be scheduled to servers that operate at lower costs at particular points of time. We therefore propose that the load should be geo-located in such a way that servers operating at lower cost are preferred, and among them, those at a lower load. For data centers, it is important to reduce the cost of operation while meeting the required Service Level Agreement (SLA) in terms of response times and other quality metrics. Load balancing is needed at these centers to provide the right resources to the right service being hosted, at the right time, so that their operational cost is reduced while still meeting any performance-based SLAs [5]. While rescheduling requests to a different server operating at lower cost, the priority of the request based on server affinity is considered. The approach presented in this paper focuses on distributing the workload among different geo-distributed data centers when required, to reduce the operating cost by considering the energy cost and load factor of the servers. As the servers are globally distributed, the time difference between different data centers, which determines their load, is made use of while scheduling requests. Therefore, servers running the same application can receive different numbers of requests, i.e., operate at varying loads based on time. In such cases, servers operating at low cost with low workload can be utilised the most. Also, there might be servers that are not utilised to their full capacity. The new jobs which require additional number of
servers to operate in a particular group, when routed can fit into the capacity of the servers operating at low load, without requiring additional servers. This in turn would lead to reduction in the total number of servers required for an application which also adds up to the reduction in operating cost. In our case study we found 30% reduction in the number of servers required (Fig. 7). The customized Global Distributed Dynamic Load Balancing (GDDLB) [20] algorithm which takes energy cost and loads of servers also into account is used for this approach.

Simulation results using data about Facebook servers shows that 16.5% of cost is saved by considering only the energy cost factor while scheduling. By taking the time of operation also into account which determines the load of the server, 18.5% of cost saving is obtained.

The rest of the paper is organised as follows. Section 2 discusses the related work. Section 3 describes the proposed system model and load balancing strategy. Section 4 discusses the scheduling algorithm used. Section 5 discusses the cost saving calculations. Section 6 discusses the case studies used to simulate the approach proposed. Section 7 gives some concluding remarks and discusses possible future work.

2. RELATED WORK

In previous works, efforts have been made to optimize energy first, with a slight degradation in response time. By optimizing the energy consumption, the operating cost is also reduced. There are approaches to reduce the power consumption within data centers by turning off or hibernating idle servers or by using dynamic voltage/frequency scaling technologies [5, 7]. Energy management for server clusters found in data/hosting centers has been addressed in previous studies [12, 10, 8, 9]. Some early studies [10, 14] show that energy management and cost management can be related by developing techniques for shutting down servers that are not in use or have low load (by offloading their duties to other servers). Studies [9, 18] have looked at optimizing the power consumed by the CPU, by monitoring evolving load and performance metrics to dynamically modulate CPU frequencies. There are schemes that consider server shutdowns and/or allow dynamic voltage scaling and they also focus on energy management of just one server and try to meet SLAs imposed by the applications, and the solutions also incorporate the cost of rebooting servers. Chen, et al. [5] present a formalism for the power and cost management problem, and propose three new online solution strategies based on steady state queuing analysis, feedback control theory, and a hybrid mechanism, borrowing ideas from these two. Using real web server traces, they show that these solutions are adaptive to workload behavior when performing server provisioning and speed control, thus minimizing operational costs while meeting the SLAs. Earlier works [4, 19, 21, 16, 15, 17] have discussed the dynamic scheduling algorithms that take various parameters into account while scheduling requests in a distributed environment.

3. SYSTEM MODEL AND LOAD BALANCING STRATEGY

A distributed client server architecture is used for implementing the system model (Fig. 1). Assumptions made in the system model are as follows:

1. The tasks are atomic, i.e., cannot be subdivided into smaller tasks that can be scheduled on different servers for execution.

2. There is no task migration. Scheduling is done only for new incoming tasks.

3. There are two types of requests in the system, based on their server affinity. They are prioritized accordingly. The server-specific requests have high priority and other requests that are not server-specific are assigned low priority.

4. Each server has the same capacity to service requests or jobs that are more or less uniform in size.

Group-based Approach

The distributed servers are divided into various groups based on operating cost, i.e., based on the energy costs at the regions where the servers operate. All servers that operate at the same energy cost at a given instant of time form a group. In case of servers in data centers, one or more data centers can be part of a group. Each group has a master server. Master servers of all groups are connected. The master of a group has the following tasks:

- It broadcasts its operating cost information to all its fellow master servers.

- Based on the historical pattern of the priority requests, it calculates the available capacity of its group and broadcasts the same.

- It geo-locates the client requests to a server based on minimum operating cost and minimum load.

- It schedules the high priority requests to the server requested by the client and does not route it further.

- It runs a modified kNN algorithm [11] on the historical data of load to predict the load at a given time.
Dynamic Load Balancing Strategy

Distribution of work among the servers has to be done dynamically at runtime based on the varying operating costs at different regions and at different times. The energy cost varies every hour in different regions. The number of incoming requests to servers also varies dynamically. Therefore, a dynamic load balancing algorithm is used.

The load balancing algorithm employed depends on three major parameters [13]. These parameters define:

1. Who makes the load balancing decision? (Is it the receiver or the sender?)
2. What information is used to make the load balancing decision?
3. Where is the load balancing decision made?

In our model, the master server makes the load balancing decision by making use of the energy cost information of the distributed servers.

Receiver-Initiated Strategy

The question of who makes the load balancing decision is answered based on whether a sender-initiated or receiver-initiated policy is employed. In receiver-initiated policies, nodes operating at lower cost look for nodes operating at high cost from which jobs can be received [13].

At high system loads, receiver-initiated policies perform better [13]. For our approach, we choose a receiver-initiated policy. The master server of the receiver group sends information about its current operating cost and available capacity to all its fellow masters. It sends a stop message to all its neighbors, if it has no available capacity to service additional requests.

Global Strategy

In the global schemes, the load balancing decision is made using global knowledge. A dedicated load balancer uses the performance profiles of all available servers. All the processors take part in the synchronization, and send their performance profiles to the load balancer. For global schemes, balanced load convergence is faster since data of all the servers are considered at the same time (By contrast, in the local schemes, the work re-distribution is not optimal, resulting in slower convergence). However, this requires additional communication and synchronization between the various workstations [13].

Distributed Strategy

The load balancer is replicated in the representative master server of each group. A distributed strategy provides a scalable solution. Therefore the load balancing algorithm chosen for our purpose is a Global Distributed Dynamic Load Balancing (GDDLB) algorithm [15].

Zaki et al. [20] discuss the customized load balancing algorithm which is essential for good performance. Their work presents a hybrid compile-time and run-time modeling and decision process that selects the best scheduling scheme for a particular system. This algorithm with additional parameter of operating cost is used for GDDLB based on operating cost and load at which it operates.

4. GDDLB APPROACH AND SCHEDULING ALGORITHM

In our system model, a group based approach is employed, as mentioned earlier. Servers operating at the same cost at a particular instant of time form a group. The energy cost varies every hour in reality. Therefore, the group is reconfigured every one hour based on the energy cost. In our model, a receiver-initiated strategy is applied. The receiver at a particular instant of time is the group that operates at lower cost than other groups and that has capacity to service new requests. Such a receiver advertises its available capacity to service requests to its neighbors, i.e., the master server of the receiver group advertises the available capacity of its group, to the fellow master servers. The capacity of a server is defined in terms of the number of requests that can be serviced by the server per hour.

Hence the receiver group is identified based on the operating cost of each group and its load data. The masters of the groups exchange the operating cost detail among them. For every time interval when the operating cost changes, cost details are exchanged among the master servers and the groups are reconfigured. Master servers exchange an operating cost vector of size equal to the number of groups at a particular time. The master updates its operating cost in the vector and sends it to its neighbors. The master server of each group maintains the historical data of the load of its group. It runs a modified kNN algorithm [11] on the historical data to predict the load at a given time.

Let,

1. \( G \) be the set of total number of groups
2. \( i \) be the index used to refer a group, where \( 0 < i \leq |G| \)
3. \( n_i \) be the number of servers required by group \( i \) at particular time instant to service its regular load
4. \( N_i \) be the total number of servers in group \( i \)
5. \( T \) be the time at which the energy cost varies (one hour)
6. \( Op_{\text{cost}} \) be operation cost vector \( (C_0, C_1, \ldots, C_G) \), where \( C_i \) is the operating cost (energy cost) of group \( i \)
7. \( M_i \) be the master server of group \( i \)
8. \( \text{Local}_{\text{Op}_{\text{cost}}} \) be the copy of the \( Op_{\text{cost}} \) in master server \( M_i \) of group \( i \)
9. \( \alpha_{t,i} \) be the total capacity of group \( i \) at service requests
10. \( \alpha_{p,i} \) be the predicted load of group \( i \) at a particular time using modified kNN algorithm
11. \( \alpha_a \) be the available capacity vector \( (\alpha_0, \alpha_1, \ldots, \alpha_G) \), where \( \alpha_i \) is the available capacity of group \( i \)
12. \( \text{task}_{\text{priority}}(k) \) be the priority assigned to the task \( k \) based on server affinity
13. \( G_{\text{min}}(t) \) be set of groups operating at low cost at time \( t \), where \( G_{\text{min}}(t) \subseteq G \)
14. \( \beta \) be the available capacity of group \( \beta \), where group \( \beta \) has the maximum available capacity in the set of groups operating at low cost, \( \beta \in G_{\text{min}}(t) \)
The messages exchanged between master servers of each group are as follows: Let,

- $Info(Op_{\text{cost}})$ be the message used by the master server of each group, to exchange the operating cost of its group with the others, at every time interval when the operating cost varies, i.e., for every $t$.
- $Ready(\alpha_i)$ be the message sent by the master server of the receiver group to advertise its available capacity to other groups operating at high cost.
- $Stop()$ be the message sent by the master server of the receiver group to its neighboring master servers, to stop sending requests when it has no available capacity.
- $Task(k)$ be the message sent by the master server of a group to route task $k$ to the other groups

The available capacity of a group $i$ at a particular instant of time, is the difference between the total capacity of the group and the capacity required by the group to service its regular load at that instant. The available capacity of group $i$ can be calculated using the equation below:

$$\alpha_i = \alpha_{i,t} - \alpha_{p,i}$$  \hspace{1cm} (1)

When a master server of a group $i$ receives $Stop()$ message from a group $j$, it sets the available capacity value of that group to zero in its available capacity vector, i.e., $\alpha_a[j] = 0$ and sets the operating cost information of that group in its local cost vector as infinity, i.e., $Local_{Op_{\text{cost}}}[j] = \infty$. Hence this group will not be considered for scheduling by the master server. When a receiver group is ready to service requests it sends a $Ready(\alpha_a)$ message with its available capacity information. A master server of group $i$ on receiving the $ready$ message from a receiver, updates the available capacity of that group $j$ in its available capacity vector to the capacity information in the received message, i.e., $\alpha_a[j]$ in $M_i = \alpha_a[j]$ from $M_j$ and updates the operating cost of that group in local copy of cost vector, from the $Op_{\text{cost}}$ vector received at the last group configuration time($t$), i.e., $Local_{Op_{\text{cost}}}[j] = Op_{\text{cost}}[j]$.

Scheduling algorithm is run in a master server of each group. The incoming tasks/jobs/requests of a group is assigned priority based on the server affinity as mentioned earlier. The master server schedules the high priority tasks to the requested group. It routes the low priority requests to servers operating at low cost and also have low load, according to our proposed approach. The set of server groups operating at low cost is identified by the master server from the local operation cost vector. Among those servers, the servers having low load is identified using the available capacity vector.

The functions used in the scheduling algorithm are as follows.

- $Schedule_{Task}()$ is the function that schedules the task to a server in a group
- $Route()$ is the function that schedules the low priority based requests
- $Min(Local_{Op_{\text{cost}}})$ returns a set of groups operating at low cost using the cost information of groups from $Local_{Op_{\text{cost}}}$ vector

At receiver side:

1. for every $T$ do
2.  Send $Info(Op_{\text{cost}})$
3. end

4. while true do
5.  if $\alpha_a[i] == 0$ then
6.    Send $Stop()$
7.  else
8.    Send $Ready(\alpha_a)$
9. end

At Sender Side:

9. On receiving $Info(Op_{\text{cost}})$ from $M_j$
10. Set $Local_{Op_{\text{cost}}}[i] = Op_{\text{cost}}$
11. On receiving $Stop()$ from $M_j$
12. Set $\alpha_a[j] = 0$
13. Set $Local_{Op_{\text{cost}}}[j] = \infty$
14. On receiving $Ready(\alpha_a)$ from $M_j$
15. Set $\alpha_a[j]$ in $M_i = \alpha_a[j]$ from $M_j$
16. Set $Local_{Op_{\text{cost}}}[j] = Op_{\text{cost}}[j]$

Algorithm 1: Operating cost and available capacity advertisement in master server $M_i$ of group $i$

1. for every task $k$ in $M_i$ do
2.  if $task\_priority(k) = \text{HIGH}$ then
3.    $Schedule_{Task}()$ to group $i$
4.  end else
5.  $Route()$
6. end

Algorithm 2: Operating Cost Aware Scheduling for $M_i$

- $Max\_Avail(G_{\text{min}}(t), \alpha_a)$ returns the maximum available capacity of server from the set $G_{\text{min}}(t)$ using the available capacity vector $\alpha_a$

Algorithm 2 explains the scheduling approach used in this model. If the $task\_priority(k)$, i.e., priority of the task $k$ is high then it schedules it to the same group $i$. If the priority is low it calls the $Route()$ function which does the scheduling for the low priority requests. Algorithm 3 explains the $Route()$ function. $G_{\text{min}}(t)$ is the set of server groups operating at low cost. If the group $i$ which received the task $k$ is in the minimum set $G_{\text{min}}(t)$, then task is scheduled to group $i$ that received the task initially. Otherwise, the group with maximum capacity (or the least traffic) is chosen using $Max\_Avail(G_{\text{min}}(t), \alpha_a)$ function. The task is sent to the chosen group $\beta$. If the chosen group has no available capacity, then $Route()$ is called recursively, so that a different receiver group can be found.

5. COST SAVING CALCULATION

Let us assume that group $i$ is the sender and group $j$ as the receiver chosen by the master server $M_i$. $n_i$ is the number of servers required for servicing requests in group $i$ at time $t_1$ and $n_j$ is the number of servers required for servicing requests at time $t_2$ in group $j$. $N_i$ and $N_j$ are the total numbers of servers in groups $i$ and $j$ respectively. $C_i$ is the
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Cost of operating a server in group $i$, i.e., $C_i = Op\_cost[i]$, and $C_j = Op\_cost[j]$ is the cost of operating a server in group $j$. Let each server consume energy $E$. Energy consumed by group $i$, $E_i$, is given by:

$$E_i = n_i \times E$$

Energy consumed by group $j$, $E_j$, is given by:

$$E_j = n_j \times E$$

When the proposed solution is not applied, there is no rescheduling of the requests based on energy cost. Therefore, total cost of operation across all groups, $C_{total}$ is given by:

$$C_{total} = (n_i C_i + n_j C_j)$$

As group $j$ is the receiver chosen, operating cost of group $j$ is lower than that of group $i$, i.e., $C_i > C_j$. By implementing the proposed solution, requests are routed to servers in a group operating at lower cost until it is used to its maximum available capacity. Therefore, group $j$ operating at lower cost will be utilized maximum, i.e., $N_j$ servers will be utilized. $(N_i - n_j)$ servers are available in group $j$ to service jobs from other groups. Requests corresponding to $(N_j - n_j)$ servers in the group $i$ are routed to group $j$. If $n_j \leq (N_j - n_j)$, total cost of operation, $C_{total}$ is given by:

$$C_{total} = (n_i C_i + n_j C_j)$$

If $n_j > (N_j - n_j)$, total cost of operation, $C_{total}'$ is given by:

$$C_{total}' = [n_i - (N_i - n_j)] C_i + N_j C_j$$

Total cost saving when $n_i \leq (N_j - n_j)$ is given by:

$$CostSaving(\Delta C) = (C_i - C_j) \times n_i$$

Total cost saving when $n_i > (N_j - n_j)$,

$$CostSaving(\Delta C) = (C_i - C_j) \times (N_j - n_j)$$

For example, consider group $i$ and group $j$ to have the total capacity $N_i = N_j = 100$ and $E$ be the energy consumed by each server. Let 50 servers be required by both the groups at time $t_1$ and 80 servers at time $t_2$. At time $t_1$, group $j$ has 50 servers available to service requests from other groups. Therefore, requests corresponding to 50 servers in group $i$ are routed to group $j$. By implementing our solution, 100 servers in group $j$ will operate and 0 servers in group $i$ will operate at time $t_1$. At time $t_2$, 20 servers in group $j$ are available. Therefore, 60 servers of group $i$ and 100 servers of group $j$ will operate at $t_2$. Let group $i$ and group $j$ operate at energy cost 13 cents/kWh and 8 cents/kWh respectively.

Total cost of operation without considering the solution at $t_1$ operating cost of group $i$ at $t_1$ + operating cost of group $j$ at $t_1$ = $(50 \times E \times 13) + (50 \times E \times 8) = 1050E$

Total cost of operation considering the solution at $t_1$ operating cost of group $i$ at $t_1$ + operating cost of group $j$ at $t_1$ = $(50 \times E \times 13) + (80 \times E \times 8) = 980E$

Total cost of operation without considering the solution at $t_2$ operating cost of group $i$ at $t_2$ + operating cost of group $j$ at $t_2$ = $(80 \times E \times 13) + (80 \times E \times 8) = 1580E$

Therefore, from the above calculation, it is observed that operating cost is reduced by implementing the proposed solution. When considering the time zone difference at different places, the number of servers required at an instant of time will vary as the number of requests will vary as observed from the traffic pattern as shown in Fig. 3. Therefore if requests are geo-located to the group operating in a time zone such that it operates at lower load and less cost, it results in greater cost saving.

Let $n_i$ be the number of servers required for servicing requests in group $i$ at time $t_1$ and $n_j$, the number servers required for servicing requests at time $t_2$ in group $j$. At $t_2$ group $k$ has less traffic compared to group $j$ and requires $n_k$ servers for servicing requests. Therefore $n_j > n_k$. Let $N_i$ be the total number of the servers in group $i$ and let us assume the total number of servers in group $j$ and group $k$ are equal.

Total number of servers in group $i$ = Total number of servers in group $k = N_x$

$C_i = Op\_cost[i]$ is the cost of operating a server in group $i$ and operating cost of group $j = Op\_cost[j] = Op\_cost[k]$. If $n_i \leq (N_x - n_j)$ and $n_i \leq (N_x - n_k)$, then re-routing requests to either one of them will result in same amount of cost saving. If $n_i > (N_x - n_j)$ and $n_i > (N_x - n_k)$, then from Equation 8,

Total cost saving when requests are scheduled to group $j$

$$\Delta C_j = (C_i - C_j)(N_x - n_j)$$

Total cost saving when requests are scheduled to group $k$

$$\Delta C_k = (C_i - C_k)(N_x - n_k)$$

Since $n_j > n_k$, $\Delta C_k > \Delta C_j$. Therefore, considering the time zone difference into account, percentage increase in cost saving is $((n_j - n_k)/(N_x - n_j)) \times 100$.

For example, consider group $i$, group $j$ and group $k$ to have the total capacity of 100 servers each and $E$ be the energy consumed by each server. Let us assume that group $i$ and group $j$ operate at the same load, i.e., belongs to the same time zone and group $k$ belongs to a time zone which operates at low load at time $t$. Let 20 servers be required by both the groups $j$ and $k$ at time $t$ and 80 servers by group $i$ at time $t$. By implementing our solution, 100 servers in group $k$ will operate and 0 servers in group $i$ will operate at time $t$. Let group $i$ and group $j$ operate at energy cost 13 cents/kWh and group $k$ operates at 8 cents/kWh.
Total cost of operation without considering the solution at $t$ = operating cost of group $i$ at $t$ + operating cost of group $j$ at $t$ + operating cost of group $k$ at $t$

$= (80 \times E \times 13) + (20 \times E \times 13) + (20 \times E \times 8) = 1460E$

Total cost of operation considering the solution at $t$ = operating cost of group $i$ at $t$ + operating cost of group $j$ at $t$ + operating cost of group $k$ at $t$

$= (0 \times E \times 13) + (20 \times E \times 13) + (100 \times E \times 8) = 1060E$

6. CASE STUDIES

For studying the proposed approach, Facebook servers are considered. Facebook at present has servers only in the United States of America. It currently operates out of nine data centers in the United States: six on the west coast and three on the east coast of the USA [1]. Their six data centers are in California (CA) and three data centers are in Virginia (VA) State (Fig. 2). The energy cost of California is higher compared to that at Virginia. The average energy cost of California is 13.97 cents per kWh and that of Virginia is 7.72 cents per kWh for commercial purposes [3].

Assumptions made for simulation:

- The data centers in Virginia and California have 7000 servers each.
- Each server can service 50 requests per minute.

Our calculation is done in two steps.

Case 1

First, we analyze the cost saving by considering only the energy cost factor. For this, we assume that there exists a similar pattern of load for all the data centers over a day. We assume that the Internet traffic follows the pattern as shown in Fig. 3. It shows the real time web client traffic for a day on an international link. Average power usage of a server is 454.39 W [6]. For case 1, we require equal number of servers at different data centers to service the requests, as we have assumed same load pattern and time of operation for all the servers considered. Based on the number of requests, number of servers required can be calculated. Based on the assumption made,

Number of servers required = (Total number of requests at a particular time / 50)

Figure 5 shows the cost curve of servers at California (CA) and Virginia (VA) considering only the cost factor.

Case 2

In the second case, we analyze the cost saving obtained by considering energy cost factor and load factor into account. As mentioned earlier, the load of a server is dependent on the time of operation. If there is a time difference between servers operating at different time zones, then there will be variation in the load at which they operate. This variation in load leads to varying numbers of servers required at every instant of time. Therefore, there will be unequal number of servers required at every instant unlike the case 1 considered above. Using Eq. 5 and Eq. 6 the total cost of operation considering the cost factor and load factor can be calculated. Figure 6 shows the cost curve of servers at California (CA) and Virginia (VA) based on the cost factor and load factor.

Simulation Results

Using Eq. 2 and Eq. 3 the energy consumed by the servers is calculated without implementing the proposed approach. From the energy consumption details, operating cost of servers at California and Virginia can be obtained. Figure 4 shows
## Cost Saving Results

<table>
<thead>
<tr>
<th>Factors</th>
<th>Operating Cost/day</th>
<th>Cost Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>$1.14 million</td>
<td>0%</td>
</tr>
<tr>
<td>Energy Cost</td>
<td>$0.95 million</td>
<td>16.5%</td>
</tr>
<tr>
<td>Energy Cost &amp; Load</td>
<td>$0.932 million</td>
<td>18.5%</td>
</tr>
</tbody>
</table>

**Table 1: Cost Saving Calculation**

In Table 1, we can see a comparison of operating costs and cost savings for different factors affecting power consumption. The total cost of operating across two states is found as $1.14 million. When considering only the energy cost factor, the cost is reduced to $0.95 million, resulting in a 16.5% cost saving. When both energy cost and load are considered, the cost is further reduced to $0.932 million, leading to an 18.5% cost saving.

### Figure 5: Cost Curve of Servers on Scheduling Requests Considering Energy Cost only

The figure illustrates the cost curve for servers with and without energy cost consideration. It shows the reduction in cost when energy is taken into account.

### Figure 6: Cost Curve of Servers on Scheduling Requests Considering Energy Cost and Load Factor

This figure presents the cost curve for servers considering both energy cost and load factor. It demonstrates the further reduction in cost when both factors are accounted for.

### Figure 7: Server Requirement Pattern for Facebook Servers

This pattern shows the varying server requirements over time, which is crucial for understanding load patterns and optimizing cost.

## 7. CONCLUSIONS AND FUTURE WORK

Reducing the power consumption and operating cost of huge data centers is of great concern today. In this paper, we address the problem of high electricity cost incurred to run distributed servers for various applications. We have proposed a solution that optimizes operating cost and also caters to the performance needs of the application, taking priority requests into consideration. The proposed solution shows potential in reducing the operating cost by using GDDLB algorithm. This algorithm takes the operating cost parameter and the time zone of location of servers into consideration. Our approach ensures that the servers operating at lower cost do not miss out on the regular traffic, by taking the historical pattern of traffic into consideration and calculating the available capacity based on it. The operating cost optimization based on global power pricing policy does not seem to be addressed in previous works. Scheduling of requests taking the energy cost of the operating servers into account is the novel idea proposed here. We demonstrate the efficacy of our solution by simulating the cost saving using real data. Simulation results on regular traffic at the organizational level showed a cost saving of 20% on average. This solution will be highly useful for those applications that have soft constraints with respect to SLAs. While re-scheduling the requests, the network cost associated with servicing requests are not considered. This will be considered as a part of the future work.
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