A multi-criteria optimal replacement policy for a system subject to shocks
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\begin{abstract}
A system is subject to shocks that arrive according to a non-homogeneous Poisson process. As these shocks occur, the system experiences one of two types of failures: a type-I failure (minor), rectified by a minimal repair; or a type-II failure (catastrophic) that calls for a replacement. In this study, we consider a multi-criteria replacement policy based on system age, nature of failure, and entire repair-cost history. Under such a policy, the system is replaced at planned life time \(T\), or at the nth type-I failure, or at the nth type-II failure \((k \leq n)\) at which the accumulated repair cost exceeds the pre-determined limit, or at the first type-II failure, whichever occurs first. An optimal policy over the control parameters is studied analytically by showing its existence, uniqueness, and structural properties. This model is a generalization of several existing models in the literature. Some numerical examples are presented to show several useful insights.
\end{abstract}

\section{1. Introduction}
Consider a system subject to shocks that weaken the system and make it more expensive to run. It is worth finding the optimal replacement policy for such a system to reduce the operating costs and catastrophic breakdown risk. In the classical age-based replacement policy, an operating system is replaced at age \(T\) or at a failure, whichever occurs first (Barlow & Hunter, 1960). In another classical block replacement policy, an operating system is replaced at times \(kT\) \((k = 1, 2, \ldots)\) and at failures (Barlow & Proschan, 1965). Later, Boland and Proschan (1982) considered the case of periodic replacement at times \(kT\) \((k = 1, 2, \ldots)\) and minimal repairs upon failures which is a variation of block replacement model. Besides, Makabe and Morimura (1963a, 1963b, 1965) proposed another periodic replacement model in which a system is replaced at the nth failure, and they also discussed the determination of the optimal policy. These classical replacement policies have been further studied and extended by Cléroux, Dubuc, and Tilquin (1979), Nakagawa (1982), Boland and Proshan (1983), Nguyen and Murthy (1984), Berg, Bievrem, and Cléroux (1986), Park (1987), Ait Kadi and Cléroux (1988), Sheu (1992), Sheu, Griffith, and Nakagawa (1995), and Sheu and Chang (2009), among others. In this article, a bivariate replacement policy \((n, T)\) is presented under which the system is replaced at the life age \(T\) or at the time of the nth minor failure, whichever occurs first. In addition, we introduce more criteria for the replacement action.

It is a common assumption that a minor failure can be rectified by a minimal repair (Barlow & Hunter, 1960). A minimal repair restores the system to its functioning condition just prior to the failure, and the failure rate is not affected by minimal repairs. Drinkwater and Hastings (1967) presented a classical repair-cost limit policy: the system is replaced if the repair cost exceeds a certain threshold, otherwise it is repaired. A disadvantage of this type of policy is that a system with frequent “not-very-costly” failures and consequently high accumulated repair costs will continue to be repaired rather than replaced. Some improved policies based on the entire repair history have been proposed. Beichelt (2001) proposed a cumulative repair-cost limit replacement policy where a system is replaced as soon as the cumulative repair cost reaches or exceeds a given limit, but the cost function was determined exogenously and was not based on the lifetime repair history. Chien, Sheu, and Chang (2009) presented an improved self-cumulative repair-cost limit replacement policy which has some similar aspects to the cumulative damage model (Nakagawa & Kijima, 1989; Qian, Ito, & Nakagawa, 2005). In Chien et al. (2009), the accumulated repair costs are endogenous and can be evaluated from the shock process. Here, we adopt the self-cumulative repair-costs in our proposed bivariate replacement policy \((n, T)\). Nakagawa and Kijima (1989) discussed several individual replacement policies for a cumulative damage model with only minimal repair at failure. Qian et al. (2005) applied a preventive maintenance policy to a cumulative damage model. However, the
Nomenclature

\({N(t): t \geq 0}\) NHPP with intensity \(r(t)\)

\(A(t) = \int_0^t r(u)\,du\)

\(S_k\) arrival instant of the \(k\)th shock for \(k = 1, 2, 3, \ldots\)

\(W_i\) minimal repair cost due to the \(i\)th type-I failure for \(i = 1, 2, 3, \ldots\)

\(G_i(w), g_i(w)\) cumulative distribution function (CDF), probability density function (PDF) of the random variable \(W_i\)

\(c_w\) mean cost of the random variable \(W_i\)

\(Z_i\) accumulated repair cost until the \(j\)th type-I failure for \(j = 1, 2, 3, \ldots; Z_0 = \sum_{k=1}^\infty W_k\)

\(G^{(j)}(z), g^{(j)}(z)\) CDF, PDF of the random variable \(Z_j\); the \(j\)-fold Stieltjes convolution of the distributions \(G_1, G_2, \ldots, G_j\)

\(M\) number of shocks preceding type-II failure

\(P_k, P_\infty\) survival function (SF), probability mass function of \(M\):

\[P_k = P(M = k) = Pr[\text{first } k \text{ shocks are type-I failures}] \]

where the domain of \(P_k\) is \((0, 1, 2, \ldots)\) and

\[1 = P_0 \geq P_1 \geq P_2 \geq \cdots; \quad P_k = P(M = k) = P_{k-1} - P_k = P_{k-1} - (1 - P_{k-1}/P_{k-1})\]

\(h_k\) a sequence of \(P_k\)

\(q_k\) \(Pr(\text{a type-I failure when shock } k \text{ arrives})\); \(q_k = P_k/P_{k-1}\)

\(t_k\) \(Pr(\text{a type-II failure when shock } k \text{ arrives})\); \(t_k = 1 - q_k\)

\(T\) planned replacement age of an operating system

\(n\) number of minimal repairs (or type-I failures) before replacement

\((n, T)\) replacement policy based on age \(T\) and number \(n\) of minimal repairs (or type-I failures) before replacement

Cumulative repair-cost limit

\(B(n, T; L; \{P_k\})\) \(s\)-expected cost rate under policy \((n, T)\) for an infinite time horizon

\(T^*\) optimal \(T\) that minimizes \(B(n, T; L; \{P_k\})\)

\(n^*\) optimal \(n\) that minimizes \(B(n, T; L; \{P_k\})\)

\(c_0\) cost of a planned replacement

\(c_i\) cost of an unplanned replacement

\(Y\) waiting time until first unplanned replacement

\(H(t), h(t)\) CDF, PDF of the random variable \(Y\)

\(\Pi(t)\) SF of \(Y\) which is \(1 - h(t)\)

\(r_Y(t)\) failure (hazard) rate of \(Y\); \(r_Y(t) = h(t)/\Pi(t)\)

\(U_i\) length of successive replacement cycle for \(i = 1, 2, \ldots\)

\(V_i\) operational cost over \(U_i\)

\(D(t)\) \(s\)-expected cost of the operating system over \([0, t]\)

Probability of a failure type is constant. Chien et al. (2009) considered an age replacement policy with the constant minimal repair probability. By the inspiration of the above models, we propose a cumulative repair-cost limit model and consider further a bivariate replacement policy \((n, T)\) while the probability of failure types depends on shock number. Compared with the model of Chien et al. (2009), we also obtain several merits as follows. The bivariate optimal policy \((n, T)\) would be better than the univariate optimal policy \(T\) due to the extra control variable. Furthermore, the history-dependent failure type probability is more general than the constant failure type probability. In addition, our optimization analysis is also different from the previous models.

In this paper, a multi-criteria replacement policy for a system subject to random shocks is considered. The decision to repair or replace depends on multiple factors including the system life age \((T)\), nature of failure, number \((n)\) of random shocks, and accumulated repair costs. The rest of the paper is organized as follows: Section 2 presents the model formulation and policy optimization. Section 3 shows that several classical maintenance models are special cases of our model. Section 4 develops some algorithms for determining the optimal policy parameters, and some computational examples are provided to demonstrate the use of the algorithms. Section 5 concludes.

2. System description and model formulation

We consider a system that is subject to shocks of a non-homogeneous Poisson process (NHPP). As a shock occurs, the system experiences one of two types of failures: a type-I failure (minor) rectified by a minimal repair; or a type-II failure (catastrophic) fixed by a replacement. We focus on the following multi-criteria replacement policy: the planned replacement occurs whenever an operating system reaches age \(T\); the unplanned replacement occurs at the \(n\)th minor failure, or at the \(k\)th type-I failure at which the accumulated repair cost exceeds the pre-determined limit \(L\), or at the first catastrophic failure. A replacement cycle is defined as the time interval between two consecutive replacements. In this framework, replacement cycles constitute a regenerative process.

Assumptions:

1. The intensity function \(r(t)\) is positive, continuous, and increasing in \(t \geq 0\).
2. All failures are instantly detected and corrected.
3. The minor failure is rectified by a minimal repair. A minimal repair restores the system to its functioning condition just prior to failure.
4. After a replacement, the system is restored to as good as new state and the procedure is repeated.
5. The times for minimal repair and replacement are negligible.
6. The mean values of minimal repair cost are increasing with the number of minor failure, i.e., \(c_{m1} \leq c_{m2} \leq c_{m3} \leq \ldots\)
7. The probability for the type of shock (type-I or type-II) is independent of the shock arrival process \({N(t): t \geq 0}\), and is also \(s\)-independent of random variables \(W_i\).

2.1. General model

We formulate a generalized replacement model for a system subject to shocks with minimal repairs or replacements according to the following schemes:

1. Shocks arrive according to a NHPP \({N(t): t \geq 0}\) with a intensity function \(r(t)\). A shock can cause either a minor failure fixed by a minimal repair or a catastrophic (type-II) failure corrected by a replacement.
2. The probability of a type-II failure may depend on the number of minor shocks since the last replacement. Let \(M\) be the number of minor shocks until type-II failure from the last replacement, and \(\overline{P}_k = P(M > k)\) \(i.e., the probability that first \(k\) shocks of the system are type-I failures). When the \(k\)th shock occurs, the system requires either an unplanned replacement (type-II failure) with probability \(h = 1 - \overline{P}_k/\overline{P}_{k-1}\) or a minimal repair (type-I failure) with probability \(q_k = \overline{P}_k/\overline{P}_{k-1}\).
3. A planned replacement is carried out at age \(T\). An unplanned replacement due to \(n\) type-I failures is carried out at the nth type-I failure where \(n\) is a pre-determined threshold value. An unplanned replacement due to \(k < n\) type-I failures is executed at the failure time when the accumulated repair
cost up to this kth minor failure exceeds a pre-determined limit L. However, if the accumulated repair at the kth failure is less than L, a minimal repair is executed immediately to correct this failure. An unplanned replacement occurs at any type-II failure.

The following structure is imposed on the system.

1. The costs of unplanned (due to either type-I or type-II failure) and planned (due to age) replacement are \( c_1 \) and \( c_0 \), respectively.

2. Suppose that a random minimal repair cost \( W_i \) due to the ith type-I failure has a non-negative independent CDF \( G_i(w) = P(W_i \leq w) \) for \( i = 1, 2, 3, \ldots \) with a finite mean \( c_i \). Then, the accumulated repair cost denoted by \( Z_j = \sum_{i=1}^{j} W_i \) up to the jth type-I failure has a CDF

\[
P(Z_j \leq z) = G^j(z) = \int G_1 G_2 \cdots G_j(z), \quad j = 1, 2, 3, \ldots, \quad f = 0.
\]

which is the j-fold convolution of distributions \( G_1, G_2, \ldots, G_j \).

**Remark 1.** In a system with only minimal repairs, the failure rate \( r(t) \) remains undisturbed by any repair. Furthermore, if the repair time is negligible, the failures occur according to a NHPP \( N(t): t \geq 0 \) with intensity function \( r(t) \) (see Block, Borges, & Savits, 1985; Céroux et al., 1979; Nakagawa & Kowada, 1983; Sheu & Griffin, 1991).

### 2.2. Long-term average cost

If no planned replacements are allowed (i.e., \( T \rightarrow \infty \)), then the SF of the time between the two consecutive unplanned replacements is given by

\[
\Pi(t) = \sum_{k=0}^{\infty} P(N(t) = k, Z_k < L, M > k)
\]

\[
= \sum_{k=0}^{\infty} \frac{e^{-4\lambda t} A(t)^k}{k!} G^k(L) \Pi_k.
\]

The density \( h(t) = -d(\Pi(t))/dt \) is given by

\[
h(t) = \sum_{k=0}^{\infty} \frac{e^{-4\lambda t} A(t)^k}{k!} r(t) G^k(L) \Pi_k - \frac{e^{-4\lambda t} A(t)^{k+1}}{(k+1)!} \Pi_{k+1}.
\]

Let \( Y \) represent the time until either the nth type-I failure, or the kth type-I failure with the accumulated repair cost above the limit \( L \), or the first type-II failure for our model (the case of \( T \rightarrow \infty \)). That is, \( Y \) is the random variable with SF \( \Pi(t) \) and hazard function \( r_Y(t) \) given by

\[
r_Y(t) = \frac{h(t)}{\Pi(t)} = [1 - \tau(t)] r(t),
\]

where

\[
\tau(t) = \sum_{k=0}^{\infty} \frac{A(t)^k}{k!} G^k(L) \Pi_{k+1}.
\]

Let \( Y_1, Y_2, \ldots \) be independent and identically distributed random variables with SF \( \Pi(t) \). For the model with finite \( T \), we denote \( U_t \) the length of the \( i \)th successive replacement cycle for \( i = 1, 2, \ldots \), and \( V_i \), the operational cost over the time interval \( U_t \). Thus \( \{U_t, V_i\} \) constitutes a renewal reward process. Letting \( D(t) \) be the s-expected cost of operating the system over the time interval \([0, t] \), we have the long-term average cost, denoted by \( B(n, T; L, \{P_k\}) \), as

\[
B(n, T; L, \{P_k\}) = \lim_{t \to \infty} \frac{D(t)}{t} = \frac{E[V_1]}{E[U_t]},
\]

(see e.g., Ross, 1970, p.52).

For a finite replacement age \( T \), we have

\[
U_t = \begin{cases} Y_1, & \text{if } Y_1 \leq T, \\ T, & \text{if } Y_1 > T. \end{cases}
\]

Thus, the \( s \)-expected length of a successive replacement cycle is given by

\[
E[U_t] = \int_0^T t dH(t) + T \cdot \Pi(t) = \int_0^T \Pi(t) dt.
\]

To find \( E[V_1] \), we introduce the indicator function \( I_k \) which equals 1 if event \( A \) occurs, otherwise 0. It is easy to write

\[
V_1 = c_1 \cdot I_{\{Y_1 \leq T\}} + c_0 \cdot I_{\{Y_1 > T\}} + \sum_{k=1}^{n-1} W_k \cdot I_{\{Z_k \leq L\}} I_{\{S_k \leq T\}}.
\]

Therefore, the \( s \)-expected total cost in a replacement cycle is

\[
E[V_1] = c_1 \cdot H(T) + c_0 \cdot \Pi(T) + \sum_{k=1}^{n-1} c_k \int_0^T P_k G^k(L) P(S_k \in (t, t+dt)),
\]

where \( P(S_k \in (t, t+dt)) \) is the probability that the kth shock occurs during \((t, t+dt), 0 \leq t < T \).

\[
P(S_k \leq t) = P(N(t) \geq k) = \sum_{j=k}^{\infty} \frac{e^{-4\lambda t} A(t)^j}{j!},
\]

then

\[
P(S_k \in (t, t+dt)) = \left( \frac{dP(S_k \leq t)}{dt} \right) = \frac{\sum_{j=k}^{\infty} \frac{e^{-4\lambda t} A(t)^j}{j!}}{(k-1)!} r(t) dt.
\]

Thus,

\[
E[V_1] = c_0 + (c_1 - c_0) H(T) + \sum_{k=1}^{n-1} c_k \int_0^T \frac{e^{-4\lambda t} A(t)^{k-1}}{(k-1)!} r(t) G^k(L) P(S_k \leq t) dt.
\]

Therefore, the long-run \( s \)-expected operating cost per unit time under policy \( n, T, L, \{P_k\} \)

\[
B(n, T; L, \{P_k\}) \quad \frac{E[V_1] - c_0 \cdot H(T) - \sum_{k=1}^{n-2} c_k \int_0^T e^{-4\lambda t} A(t)^{k-1} r(t) G^k(L) P(S_k \leq t) dt}{E[U_t]}.
\]

### 2.3. Optimization

For an infinite time horizon, we want to obtain the optimal policy \( n, T^* \) to minimize \( B(n, T; L, \{P_k\}) \) for a given \( L \). We first minimize \( B(n, T; L, \{P_k\}) \) with respect to \( n \) for a given \( T \). We see that the inequalities

\[
B(n+1, T; L, \{P_k\}) \geq B(n, T; L, \{P_k\}) \quad \text{and} \quad B(n, T+1; L, \{P_k\}) \geq B(n, T; L, \{P_k\})
\]

hold if and only if

\[
A(n+1, T; L, \{P_k\}) \geq c_0 \quad \text{and} \quad A(n+1, T; L, \{P_k\}) < c_0,
\]

(13) where
\( A(n,T,L,\{P_k\}) = \begin{cases} 
\int_0^T \mathcal{H}(t) \, dt - \left( (c_1 - c_0) H(T) + \sum_{k=0}^{n-2} c_{w_{n-1}} \int_0^T \frac{e^{-\lambda t} \rho(t)}{k!} \, r(t) \, G^{(k+1)}(L) \, P_{k+1} \, dt \right), & n = 1, 2, 3, \ldots, \\
0, & n = 0.
\end{cases} \)

The following lemma is needed and its detailed proof is presented in Appendix A.

**Lemma 1.** If \( r(t) \) is continuous and increasing in \( t \), and \( r(t) \to \infty \) as \( t \to \infty \), then the following results are true.

(i) \( \int_0^T e^{-\lambda t} \rho(t) r(t) \, dt / \int_0^T e^{-\lambda t} \rho(t) \, dt \) is increasing in \( n \) and converges to \( r(T) \) as \( n \to \infty \) for any \( T > 0 \).

(ii) \( e^{-\lambda t} \rho(t) / \int_0^T e^{-\lambda t} \rho(t) \, dt \) is increasing in \( n \) and diverges to \( \infty \) as \( n \to \infty \) for any \( T > 0 \).

The structural properties of the optimal \((n,T)\) that minimize \( B(n,T,L,\{P_k\}) \) are summarized below.

**Main Theorem.** Suppose that \( r(t) \) is continuously increasing in \( t \) and \( r(t) \to \infty \) as \( t \to \infty \), we have:

(i) If \( c_1 \geq c_0 + c_0 \) for all \( k = 1, 2, \ldots \) then there exists a finite \( T \) which satisfies \( Q(T,\infty; L,\{P_k\}) = c_0 \).

(ii) If \( c_0 < c_1 \leq c_0 + c_0 \) for all \( k = 1, 2, \ldots \) then there exists a finite \( n^* \) and \( T^* \) which satisfy (13) and (16), respectively.

(iii) If \( c_1 < c_0 \), then there exists a finite and unique \( n^* \) which satisfies (13) for all \( T > 0 \).

The detailed proof of Main Theorem is presented in Appendix B.

**Remark 3.**

(1) In the main theorem, Cases (i) and (ii) are more common in practice. Case (iii) is less common. One possible case that the planned replacement cost is more than the unplanned replacement cost is when the major cost of unplanned replacement is covered by the insurance or the system supplier and the cost of planned replacement (at age \( T \)) must be paid by the system manager.

(2) We have derived the optimal \((n,T)\) to minimize \( B(n,T,L,\{P_k\}) \) for a given repair-cost limit \( L \). If we need to search for the optimal cumulative repair-cost limit \( L^* \) that minimizes the total expected cost per unit time in (12) for any \( n = 1, 2, 3, \ldots \) and \( T > 0 \), then the necessary condition \( dB(n,T,L,\{P_k\})/dt = 0 \) holds if and only if

\[
B(n,T,L,\{P_k\}) = \sum_{k=0}^{n-1} \frac{e^{-\lambda k t} \rho^k(t)}{k!} G^{(k+1)}(L) P_{k+1} dt - (c_1 - c_0) \sum_{k=0}^{n-1} \frac{e^{-\lambda k t} \rho^k(t)}{k!} G^{(k+1)}(L) P_{k+1} dt
\]

(19)

**3. Special cases**

The replacement policy \((n,T)\) for a given \( L \) can be considered as a generalization of several past studies. Below are a few examples.

(1) If \( n \to \infty \) (the unplanned replacement policy due to \( n \) type-I failures is removed), the long-term average cost becomes

\[
B(\infty; L,\{P_k\}) = c_0 + c_0 + c_0 \sum_{k=0}^{n-1} \frac{e^{-\lambda k t} \rho^k(t)}{k!} G^{(k+1)}(L) P_{k+1} dt
\]

(20)

(2) If \( T \to \infty \) (the planned age-replacement policy is removed), the long-term average cost becomes

\[
B(n,\infty; L,\{P_k\}) = c_0 + \sum_{k=0}^{n-1} \frac{e^{-\lambda k t} \rho^k(t)}{k!} G^{(k+1)}(L) P_{k+1} dt
\]

(21)
(3) If the repair-cost limit $L \to \infty$ (i.e., all type-I failures can be rectified through minimal repairs), the long-term average cost becomes

$$
B(n, T; \infty; (P_k)) = c_q + (c_1 - c_2) \int_0^\infty \left( \sum_{i=0}^{n-1} e^{-(x-a)/T} P_i \right) \left( \sum_{i=0}^{n-2} c_{i+1} e^{-(x-a)/T} G_i \right) dr dt
$$

(22)

(4) When the $k$th shock occurs, the system experiences a type-I failure with probability $q_k$. If we assume that $P_i = q^i$ where $q$ is the initial probability of type-I failure, then $q_k = P_k/P_{k-1} = q$, which represents the case where the probability of type-I failure remains constant.

To show that our model provides a general framework for analyzing the systems subject to shocks, we list some classical models as special cases:

**Case 1.** $n = \infty$, $P_k = q^k$ for $k = 1, 2, 3, \ldots$: This is the model considered by Lai (2007), and the mean cost rate becomes $B(\infty, T; L; (q^k))$.

**Case 2.** $n = \infty$, $L = \infty$, $P_k = q^k$, and $W_k = C$ for $k = 1, 2, 3, \ldots$: This is the case considered by Cléroux et al. (1979). They considered that $C$ is the random cost of repair with PDF $f(x)$ for $0 < x < \infty$ and a minimal repair at failure is carried out if $C \leq L$ (i.e., $q = \int_0^L f(x)dx$). They defined further that $C$ is a truncated random variable of $C$ with PDF $f(x)/q$ and mean value $E[C] = (1/q) \int_0^L x f(x)dx$ in the range $0 < x \leq L$. Here, if we let the minimal repair cost $W_k = C$, then the mean cost rate $B(\infty, T; \infty; (q^k))$ with $c_n = E[C]$ is considered by Cléroux et al. (1979).

**Case 3.** $n = \infty$, $L = \infty$, $P_k = 1$, and $W_k = c_k$ for $k = 1, 2, 3, \ldots$: This is the case considered by Boland and Proschan (1982). In particular, they considered the cost structure $c_k = a + kc$ where $a$ and $c$ are constant. The mean cost rate becomes $B(\infty, T; \infty; (1))$ with $c_n = c_1 = \sum_{i=1}^{n-1} c_i$.

**Case 4.** $T = \infty$, $L = \infty$, $P_k = q^k$, and $W_k = C$ for $k = 1, 2, 3, \ldots$: This is the case considered by Park (1987). Again, $C$ is defined as in Case 2. Then the mean cost rate becomes $B(n, \infty; (q^k))$ with $c_n = E[C] = (1/q) \int_0^L x f(x)dx$. If $W_k = C$ (constant) for $k = 1, 2, 3, \ldots$, this is the case considered by Nakagawa (1981).

4. Numerical example

In this section, a system with a Weibull failure rate distribution is used as a numerical example. That is

$$
r(t) = \alpha t^{\beta-1}, \quad \alpha > 0, \quad \beta > 1,
$$

and the cumulative hazard function is $A(t) = \int_0^t r(u)du = (\alpha/\beta)t^\beta$.

We consider the shape parameter $\beta = 2$. Thus, we have $r(t) = \alpha t$. Assume that the minimal repair cost $W_k$ due to the $k$th type-I failure has an exponential distribution $G(\lambda)$ with parameter $\lambda$ and finite mean $E[W_k] = 1/\lambda$ for $i = 1, 2, 3, \ldots$.

Based on the discussions of Main Theorem, we propose Algorithm A for computing the optimal replacement policy $(n, T)$ under a pre-determined repair-cost limit $L$ as follows.

**Algorithm A.** Find the optimal replacement schedule $(n, T)$

```
Input: $c_0, c_1, L, r(t), A(t), G(\lambda); (P_k)$.
For case (i) of Main Theorem:
Step 1. Set $n = \infty$.
Step 2. Compute $\tilde{H}(t)$ and $\tilde{z}(t)$ as defined by (2) and (5), respectively.
Step 3. Find the solution $T'$ of (16) (i.e., $Q(T', \infty; L; (P_k)) = c_0$).
Step 4. Compute $B(\infty, T'; L; (P_k))$ as defined by (12).
Output: $T', B(\infty, T'; L; (P_k))$.
Stop.
For case (ii) of Main Theorem:
Step 1. Set $n = 1$ and $B(0, T_0; L; (P_k)) = \infty$.
Step 2. Compute $\tilde{H}(t)$ and $\tilde{z}(t)$ as defined by (2) and (5), respectively.
Step 3. Find the solution $T_{n-1}, T_n, T_{n+1}$ which satisfy (16) (i.e., $Q(T_{n-1}, n-1; L; (P_k)) = c_0$).
$Q(T_{n+1}, n; L; (P_k)) = c_0$. $Q(T_{n+1}, n-1; L; (P_k)) = c_0$.
Step 4. Compute $B(n-1, T_{n-1}; L; (P_k))$, $B(n, T_n; L; (P_k))$, $B(n+1, T_{n+1}; L; (P_k))$ as defined by (12).
Step 5. If $B(n+1, T_{n+1}; L; (P_k)) > B(n, T_n; L; (P_k))$ and $B(n, T_n; L; (P_k)) < B(n-1, T_{n-1}; L; (P_k))$,
```

(continued on next page)
then \( n' = n \), \( T' = T_n \), \( B(n', T', L; (P_1)) = B(n, T_n, L; (P_1)) \)
and go to Output; Otherwise, make \( n = n + 1 \) and go to Step 2.

Output: \( n', T', B(n', T', L; (P_1)) \).

Stop.

For case (iii) of Main Theorem:

Step 1. Input \( T \).

Step 2. Set \( n = 1 \) and \( B(0, T, L; (P_1)) = \infty \).

Step 3. Compute \( \pi(T) \) and \( \tau(T) \) as defined by (2) and (5), respectively.

Step 4. Compute \( B(n - 1, T, L; (P_1)) \), \( B(n, T, L; (P_1)) \), \( B(n + 1, T; (P_1)) \) as defined by (12).

Step 5. If \( B(n + 1, T, L; (P_1)) \geq B(n, T, L; (P_1)) \)
and \( B(n, T; (P_1)) < B(n - 1, T, L; (P_1)) \),
then \( n' = n \), \( B(n', T, L; (P_1)) = B(n, T, L; (P_1)) \)
and go to Output;

Otherwise, make \( n = n + 1 \) and go to Step 3.

Output: \( n', T', B(n', T', L; (P_1)) \).

Stop.

In this paper, the optimal replacement policy \((n, T)^*\) based on the cumulative repair-cost limit \( L \) is studied analytically. \( L \) be regarded as a tolerable threshold of repair action. A proper \( L \) can be set by considering several factors such as replacement, repair costs and maintenance experiences or budget. In this numerical example, \( L \) is set approximately as the multiples of replacement cost for the ease of computation. We can also develop a procedure for obtaining the optimal \( L' \) along with the optimal schedule \((n, T')\) to minimize the total \( z \)-expected cost per unit time as follows.

**Algorithm B.** Find the optimal cumulative repair-cost limit \( L' \) along with the optimal replacement schedule \((n, T')^*\).

Input: \( c_0, c_1, r(\cdot), A(\cdot), G(\cdot); (P_1), T_0 \)

Step 1. Set \( j = 1, n = 1 \) and \( T_j = T_0 \).

Step 2. Set \( n = n_1, T = T_j \), and find the solution \( L_j \) which satisfies (19).

Step 3. If \( j = 1 \), then go to Step 5.

Step 4. If \( L_j = L_j - 1 \), then \( n' = n_j - 1 \).

Step 5. Set \( L = L_j \) perform Algorithm A, and find \( n_j, T_j \).

Step 6. Make \( n_{j+1} = n_j \), \( T_{j+1} = T_j \), \( j = j + 1 \), and go to Step 2.

Output: \( n', T', B(n', T', L'; (P_1)) \).

Stop.

In addition, a flow sheet representing the use of these two algorithms is also given in Fig. 1.

For the ease of computation, a sequential \( \{P_1\} \) is defined as \( P_k = 2^q \). We consider the following three \( \{P_1\} \) cases in the numerical analysis:

**Case 1.** \( P_k = q_k; k = 0, 1, 2, \ldots, 0 \leq q \leq 1 \) (i.e., \( q_k = q \)).

**Case 2.** \( P_k = q_k^{1/\delta}; k = 0, 1, 2, \ldots, 0 \leq q \leq 1 \) (i.e., \( q_k = q^{1/\delta} \)).

**Case 3.** \( P_k = q_k^{1/\delta}; k = 0, 1, 2, \ldots, 0 \leq q \leq 1 \) (i.e., \( q_k = q^{1/\delta} \)).

By changing \( q \) we can determine the impact of type-I failure probability on the optimal policy and its average cost. Note that if \( P_k = 2^q \) and \( \delta = 1 \) (i.e., \( \delta = 1 \)), the probability of the 4th minimal repair

**Table 1**

<table>
<thead>
<tr>
<th>( q )</th>
<th>Case 1. ( P_k = q )</th>
<th>( n )</th>
<th>( T )</th>
<th>( B(n, T; L; (P_1)) )</th>
<th>Case 2. ( P_k = q^{1/\delta} )</th>
<th>( n )</th>
<th>( T )</th>
<th>( B(n, T; L; (P_1)) )</th>
<th>Case 3. ( P_k = q^{1/\delta} )</th>
<th>( n )</th>
<th>( T )</th>
<th>( B(n, T; L; (P_1)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>2.7818</td>
<td>760.6285</td>
<td>\infty</td>
<td>2.8258</td>
<td>713.7374</td>
<td>\infty</td>
<td>2.5511</td>
<td>833.1423</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2.8090</td>
<td>856.2765</td>
<td>\infty</td>
<td>2.9249</td>
<td>771.1954</td>
<td>\infty</td>
<td>2.4455</td>
<td>946.4362</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>2.8137</td>
<td>947.9886</td>
<td>\infty</td>
<td>3.0349</td>
<td>836.0198</td>
<td>\infty</td>
<td>2.3951</td>
<td>1034.4161</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>2.7950</td>
<td>1034.9403</td>
<td>\infty</td>
<td>3.1563</td>
<td>909.1927</td>
<td>\infty</td>
<td>2.3760</td>
<td>1108.7238</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2.7551</td>
<td>1116.9852</td>
<td>\infty</td>
<td>3.2879</td>
<td>991.3858</td>
<td>\infty</td>
<td>2.3756</td>
<td>1174.7524</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2.6998</td>
<td>1194.3970</td>
<td>\infty</td>
<td>3.4259</td>
<td>1082.4894</td>
<td>\infty</td>
<td>2.3873</td>
<td>1235.6130</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>2.6363</td>
<td>1267.6227</td>
<td>\infty</td>
<td>3.5606</td>
<td>1180.9477</td>
<td>\infty</td>
<td>2.4073</td>
<td>1293.5101</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2.5704</td>
<td>1337.1588</td>
<td>\infty</td>
<td>3.6687</td>
<td>1283.0407</td>
<td>\infty</td>
<td>2.4320</td>
<td>1350.0652</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>2.5060</td>
<td>1403.4330</td>
<td>\infty</td>
<td>3.7607</td>
<td>1382.2570</td>
<td>\infty</td>
<td>2.4564</td>
<td>1408.1209</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>( q )</th>
<th>Case 1. ( P_k = q )</th>
<th>( n )</th>
<th>( T )</th>
<th>( B(n, T; L; (P_1)) )</th>
<th>Case 2. ( P_k = q^{1/\delta} )</th>
<th>( n )</th>
<th>( T )</th>
<th>( B(n, T; L; (P_1)) )</th>
<th>Case 3. ( P_k = q^{1/\delta} )</th>
<th>( n )</th>
<th>( T )</th>
<th>( B(n, T; L; (P_1)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>3</td>
<td>1.8535</td>
<td>1265.8293</td>
<td>3</td>
<td>1.8476</td>
<td>1264.5197</td>
<td>3</td>
<td>1.8617</td>
<td>1267.6134</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>3</td>
<td>1.8929</td>
<td>1282.4316</td>
<td>3</td>
<td>1.8807</td>
<td>1279.7578</td>
<td>3</td>
<td>1.9092</td>
<td>1285.7605</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>3</td>
<td>1.9358</td>
<td>1300.3437</td>
<td>3</td>
<td>1.9172</td>
<td>1296.4765</td>
<td>3</td>
<td>1.9599</td>
<td>1304.8807</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>4</td>
<td>1.9289</td>
<td>1319.7323</td>
<td>4</td>
<td>1.8589</td>
<td>1314.6289</td>
<td>3</td>
<td>2.0140</td>
<td>1324.9356</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>1.9728</td>
<td>1340.3650</td>
<td>4</td>
<td>1.9073</td>
<td>1334.2174</td>
<td>3</td>
<td>2.0717</td>
<td>1345.8841</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>4</td>
<td>2.0434</td>
<td>1362.7106</td>
<td>4</td>
<td>1.9630</td>
<td>1355.9218</td>
<td>4</td>
<td>2.1221</td>
<td>1367.7885</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>4</td>
<td>2.1234</td>
<td>1386.0930</td>
<td>4</td>
<td>2.0292</td>
<td>1380.1080</td>
<td>4</td>
<td>2.1948</td>
<td>1390.6048</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>2.2153</td>
<td>1412.1489</td>
<td>4</td>
<td>2.1122</td>
<td>1406.9051</td>
<td>4</td>
<td>2.2681</td>
<td>1414.5054</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>5</td>
<td>2.2313</td>
<td>1438.9520</td>
<td>4</td>
<td>2.2302</td>
<td>1436.1801</td>
<td>5</td>
<td>2.3458</td>
<td>1439.6919</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3
Optimal \( w' \) and \( B(w', T, L, \{ P_k \}) \) based on cumulative repair-cost limit \( L \) for a system subject to shocks, under case (ii) of Main Theorem. \( \alpha = 1300, \beta = 1000, L = 1000, W_i \sim \exp(\lambda = 1/1000), r(t) = \alpha(x - 2), P_k \neq q' \), where the values of \( c_0 \) and \( c_1 \) are referred to the case considered by Sheu (1993). The optimal solutions for several cases are presented in Tables 1–6.

From the numerical results, some important observations are obtained.

- From Tables 1–5, the minimal \( s \)-expected cost per unit time will be reduced when the probability of minimal repair (type-I failure) is increased. This is intuitive as when type-I failures are more likely, the shocks are more likely repairable. Thus, the more expensive replacement happens less frequently so that expected regeneration cycle becomes longer and the average operating cost is reduced. If we consider the time from the replacement to the type-II failure as the lifetime of the machine, then longer the lifetime of the machine is, the lower the operating cost is under the multi-criteria replacement policy.
- From Tables 1 and 2, by comparing Cases 1–3, we find that the minimal \( s \)-expected cost per unit time can be either reduced or increased when the probability of minimal repair depends on the number of shocks. In fact, when \( \delta = 0.5 \) (Case 2 in Tables 1 and 2), the probability of minimal repair is increasing in \( k \), the average cost is lower than that of \( \delta = 1 \) of Case 1 where the probability of minimal repair is independent of \( k \). Note that Case 2 represents a situation where as the number of shocks increases, the next shock is more likely to be a type-II failure again. On the other hand, when \( \delta = 1.5 \) (Case 3 in Tables 1 and 2), the probability of minimal repair is decreasing in \( k \), the average cost is now higher than that of \( \delta = 1 \) of Case 1. Case 3 represents a situation, where as the number of shocks increases, the next shock is more likely to be a type-II failure. These cases may represent different stages of the lifetime of a machine (or a system). During the early stage of the lifetime, the probability of type-II failure (call for replacement) may be decreasing with the number of shocks. After this stage, the machine’s type-II failure probability becomes independent of the number of repairs. This may be called the middle stage of the life cycle. Case 3 can represent the late stage of the life cycle as the older machine’s type-II failure probability becomes increasing in shocks. Therefore, the order of “cost of Case 2 < cost of Case 1 < cost of Case 3” reflects the fact that newer machine has lower average cost under the optimal replacement policy. Fig. 2 is given for illustration of the \( \{ P_k \} \) cases from Table 1.
- From Table 4, the optimal cumulative repair-cost limit \( L' \) can be obtained along with the optimal replacement schedule \((n,T')\) when the cumulative repair-cost limit is not pre-determined.

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>L = 5000</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>q</th>
<th>n'</th>
<th>T</th>
<th>L'</th>
<th>B(n', T, L, { P_k })</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>3</td>
<td>1356.1973</td>
<td>4</td>
<td>15577</td>
</tr>
<tr>
<td>0.8</td>
<td>4</td>
<td>1373.7697</td>
<td>4</td>
<td>15842</td>
</tr>
<tr>
<td>0.7</td>
<td>4</td>
<td>1392.8430</td>
<td>4</td>
<td>16131</td>
</tr>
<tr>
<td>0.6</td>
<td>5</td>
<td>1413.4668</td>
<td>5</td>
<td>16237</td>
</tr>
<tr>
<td>0.5</td>
<td>5</td>
<td>1435.8663</td>
<td>5</td>
<td>16599</td>
</tr>
<tr>
<td>0.4</td>
<td>5</td>
<td>1460.3422</td>
<td>5</td>
<td>17009</td>
</tr>
<tr>
<td>0.3</td>
<td>5</td>
<td>1487.0411</td>
<td>5</td>
<td>17483</td>
</tr>
<tr>
<td>0.2</td>
<td>5</td>
<td>1515.9720</td>
<td>5</td>
<td>18051</td>
</tr>
<tr>
<td>0.1</td>
<td>5</td>
<td>1547.0721</td>
<td>5</td>
<td>18783</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>L = ( \infty )</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>n'</th>
<th>T</th>
<th>B(n', T, L = ( \infty ), { q'' })</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>4</td>
<td>1.6254</td>
</tr>
<tr>
<td>0.8</td>
<td>5</td>
<td>1.6592</td>
</tr>
<tr>
<td>0.7</td>
<td>5</td>
<td>1.6970</td>
</tr>
<tr>
<td>0.6</td>
<td>5</td>
<td>1.7489</td>
</tr>
<tr>
<td>0.5</td>
<td>6</td>
<td>1.8849</td>
</tr>
<tr>
<td>0.4</td>
<td>6</td>
<td>1.9884</td>
</tr>
<tr>
<td>0.3</td>
<td>6</td>
<td>2.0292</td>
</tr>
<tr>
<td>0.2</td>
<td>7</td>
<td>2.1216</td>
</tr>
<tr>
<td>0.1</td>
<td>8</td>
<td>2.2362</td>
</tr>
</tbody>
</table>

Table 4
Optimal \((n,T')\) and \(B(n, T, L, \{ P_k \})\) for a system subject to shocks, under the cumulative repair-cost limit \( L \) being adopted or not. \( c_0 = 1000, c_1 = 1400, L = \exp(\lambda = 1/400), r(t) = \alpha(x - 2), P_k \neq q' \), where the values of \( c_0 \) and \( c_1 \) are referred to the case considered by Sheu (1993). The optimal solutions for several cases are presented in Tables 1–6.

From the numerical results, some important observations are obtained.

- From Tables 1–5, the minimal \( s \)-expected cost per unit time will be reduced when the probability of minimal repair (type-I failure) is increased. This is intuitive as when type-I failures are more likely, the shocks are more likely repairable. Thus, the more expensive replacement happens less frequently so that expected regeneration cycle becomes longer and the average operating cost is reduced. If we consider the time from the replacement to the type-II failure as the lifetime of the machine, then longer the lifetime of the machine is, the lower the operating cost is under the multi-criteria replacement policy.
- From Tables 1 and 2, by comparing Cases 1–3, we find that the minimal \( s \)-expected cost per unit time can be either reduced or increased when the probability of minimal repair depends on the number of shocks. In fact, when \( \delta = 0.5 \) (Case 2 in Tables 1 and 2), the probability of minimal repair is increasing in \( k \), the average cost is lower than that of \( \delta = 1 \) of Case 1 where the probability of minimal repair is independent of \( k \). Note that Case 2 represents a situation where as the number of shocks increases, the next shock is more likely to be a type-II failure again. On the other hand, when \( \delta = 1.5 \) (Case 3 in Tables 1 and 2), the probability of minimal repair is decreasing in \( k \), the average cost is now higher than that of \( \delta = 1 \) of Case 1. Case 3 represents a situation, where as the number of shocks increases, the next shock is more likely to be a type-II failure. These cases may represent different stages of the lifetime of a machine (or a system). During the early stage of the lifetime, the probability of type-II failure (call for replacement) may be decreasing with the number of shocks. After this stage, the machine’s type-II failure probability becomes independent of the number of repairs. This may be called the middle stage of the life cycle. Case 3 can represent the late stage of the life cycle as the older machine’s type-II failure probability becomes increasing in shocks. Therefore, the order of “cost of Case 2 < cost of Case 1 < cost of Case 3” reflects the fact that newer machine has lower average cost under the optimal replacement policy. Fig. 2 is given for illustration of the \( \{ P_k \} \) cases from Table 1.
- From Table 4, the optimal cumulative repair-cost limit \( L' \) can be obtained along with the optimal replacement schedule \((n,T')\) when the cumulative repair-cost limit is not pre-determined.

<table>
<thead>
<tr>
<th>q</th>
<th>Policy n</th>
<th>Policy T</th>
<th>Policy n, T</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>4</td>
<td>1466.7766</td>
<td>1.6254</td>
</tr>
<tr>
<td>0.8</td>
<td>5</td>
<td>1450.3983</td>
<td>1.6592</td>
</tr>
<tr>
<td>0.7</td>
<td>5</td>
<td>1434.3053</td>
<td>1.6970</td>
</tr>
<tr>
<td>0.6</td>
<td>5</td>
<td>1421.2464</td>
<td>1.7489</td>
</tr>
<tr>
<td>0.5</td>
<td>6</td>
<td>1411.1816</td>
<td>1.8849</td>
</tr>
<tr>
<td>0.4</td>
<td>6</td>
<td>1406.1784</td>
<td>1.9884</td>
</tr>
<tr>
<td>0.3</td>
<td>6</td>
<td>1408.3352</td>
<td>2.0292</td>
</tr>
<tr>
<td>0.2</td>
<td>7</td>
<td>1418.4071</td>
<td>2.1216</td>
</tr>
<tr>
<td>0.1</td>
<td>8</td>
<td>1438.7143</td>
<td>2.2362</td>
</tr>
</tbody>
</table>
From Table 5, the minimal s-expected cost per unit time is reduced when the cumulative repair-cost limit policy is adopted. Clearly, using the historical cost information to determine the replacement policy has improved the cost efficiency.

Table 6 shows that the cost advantage of optimal policy \((n, T)\) over either the optimal \(n^{*}\) only or the optimal \(T^{*}\) only policy. This result implies that combining both planned and unplanned replacement actions will improve the performance of the system.

5. Conclusions

In this paper, a multi-criteria replacement policy was analyzed for a system subject to shocks. The long-term s-expected cost per unit time for the system was developed, incorporating costs related to minimal repair and different forms of replacements. We have shown the existence and the structural properties of the optimal replacement policy based on number of minimal repair \(n\) and optimal replacement age \(T\) for a given cumulative repair cost limit \(L\). Furthermore, the optimal \(L^{*}\) can be obtained along with the optimal replacement schedule \((n, T)\). The model provided a general framework for analyzing the maintenance policies for the system subject to shocks. Many previous models in the literature become the special cases of our model. We also presented some numerical examples to demonstrate the properties of the optimal policies when multiple control variables were considered.

However, a limitation of our model is that the repairs are specified to be minimal (i.e., the repaired system is as bad as old). In some real situations, it would seem more practical to consider the imperfect repairs, namely, the repaired system state is between “as bad as old” (minimal repair) and “as good as new” (replacement). Incorporating this realistic factor into the proposed policy can be a direction for the future research.
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Appendix A. Proof of Lemma 1

(i) First, we need to show that

\[
\int_0^T e^{-A(T)} A(t)^n r(t) dt / \int_0^T e^{-A(T)} A(t)^n dt \tag{A.1}
\]

is increasing in \(n\) when the conditions of Lemma 1 are satisfied. Let

\[
J(T) = \left\{ \int_0^T e^{-A(t)} A(t)^n r(t) dt \times \int_0^T e^{-A(t)} A(t)^n dt \right\} - \left\{ \int_0^T e^{-A(t)} A(t)^n r(t) dt \times \int_0^T e^{-A(t)} A(t)^n dt \right\}.
\]

Differentiating \(J(T)\) with respect to \(T\), we get

\[
f(T) = e^{-A(T)} A(T)^n \times \int_0^T [r(T) - r(t)][A(T) - A(t)] e^{-A(t)} A(t)^n dt > 0,
\]

since \(r(t)\) is increasing in \(t\). We have \(J(0) = 0\) and \(f(T) > 0\). Thus, \(J(T) > 0\) for all \(T > 0\), and hence (A.1) is increasing in \(n\).

Next, we show that

\[
\lim_{n \to \infty} \frac{\int_0^T e^{-A(T)} A(t)^{n-1} r(t) dt}{\int_0^T e^{-A(T)} A(t)^n dt} = r(T). \tag{A.2}
\]

Evidently,

\[
\frac{\int_0^T e^{-A(T)} A(t)^n r(t) dt}{\int_0^T e^{-A(T)} A(t)^n dt} \leq r(T), \tag{A.3}
\]

for \(n = 1, 2, 3, \ldots\). On the other hand, for any \(T_1 \in (0, T)\), we have

\[
\frac{\int_0^T e^{-A(T)} A(t)^n r(t) dt}{\int_0^T e^{-A(T)} A(t)^n dt} = \frac{\int_0^{T_1} e^{-A(T)} A(t)^n r(t) dt + \int_{T_1}^T e^{-A(T)} A(t)^n r(t) dt}{\int_0^{T_1} e^{-A(T)} A(t)^n dt + \int_{T_1}^T e^{-A(T)} A(t)^n dt} \leq \frac{\int_0^{T_1} e^{-A(T)} A(t)^n dt}{\int_0^{T_1} e^{-A(T)} A(t)^n dt} + 1.
\]

Further, for \(T_2 \in (T_1, T)\), the bracket of the denominator is

\[
\frac{\int_0^{T_2} e^{-A(T)} A(t)^n dt}{\int_0^{T_2} e^{-A(T)} A(t)^n dt} \leq \frac{\int_0^{T_1} e^{-A(T)} A(t)^n dt}{\int_0^{T_2} e^{-A(T)} A(t)^n dt},
\]

\[
\leq \frac{\int_0^{T_1} e^{-A(T)} dt}{\int_0^{T_2} e^{-A(T)} dt} \to 0 \text{ as } n \to \infty. \tag{A.4}
\]

Thus, from (A.3)–(A.5), we have

\[
r(T) = \lim_{n \to \infty} r(T) \geq \lim_{n \to \infty} \frac{\int_0^T e^{-A(T)} A(t)^n r(t) dt}{\int_0^T e^{-A(T)} A(t)^n dt} \geq r(T),
\]

which implies (A.2) because \(T_1\) is arbitrary in \((0, T)\).

(ii) Since \(A(T) > A(t)\) for \(T > t\), we have the inequality

\[
\frac{e^{-A(T)} A(T)^n}{\int_0^T e^{-A(T)} A(t)^n dt} > \frac{e^{-A(T)} A(t)^n}{\int_0^T e^{-A(T)} A(t)^n dt} \times \int_0^T [A(T) - A(t)] e^{-A(t)} A(t)^n dt > 0
\]

Fig. 2. Comparison of the reported cases.
and
\[ \int_0^T e^{-\lambda(T)} A(T)^k \, dt = \frac{e^{-\lambda(T)}}{\lambda(T)^k} \to \infty \quad \text{as } n \to \infty. \]

### Appendix B. Proof of Theorem 1

First, it is evident that \( Q(0; n) \leq L(P_n) = 0 \) and
\[
Q(\infty; n) = \lim_{T \to -\infty} Q(T; n) = \lim_{T \to -\infty} \int_{-\infty}^T \Pi_r(t) \, dt = \left[ (c_1 - c_0) + \sum_{i=0}^k c_{w_{i+1}} \right] \int_0^T e^{-\lambda(T)} A(T)^k \, dt + c_{w_0} r(T)
\]
\[ = \left[ (c_1 - c_0) + \sum_{i=0}^k c_{w_{i+1}} \right] \int_0^T e^{-\lambda(T)} A(T)^k \, dt + c_{w_0} r(T)
\]
\[ = \left[ (c_1 - c_0) + \sum_{i=0}^k c_{w_{i+1}} \right] \lim_{T \to -\infty} \int_0^T e^{-\lambda(T)} A(T)^k \, dt + c_{w_0} r(T)
\]
\[ = \left[ (c_1 - c_0) + \sum_{i=0}^k c_{w_{i+1}} \right] \frac{e^{-\lambda(T)}}{\lambda(T)^k} \to \infty, \quad \text{as } n \to \infty.
\]

since \( \lim_{T \to -\infty} \Pi_r(T) = 0 \) and \( \lim_{T \to -\infty} R(T) \to \infty. \)

Next, from Lemma 1 we have
\[
A(\infty; T; L(P_n)) = \lim_{n \to \infty} A(n; T; L(P_n))
\]
\[
= \lim_{n \to \infty} \int_0^T \Pi_r(t) \left\{ (c_{w_0} + c_0 - c_1) e^{-\lambda(T)} A(T)^k \right\} \, dt + c_{w_0} r(T)
\]
\[ = \left[ (c_1 - c_0) + \sum_{i=0}^k c_{w_{i+1}} \right] \int_0^T e^{-\lambda(T)} A(T)^k \, dt + c_{w_0} r(T)
\]
\[ \to \infty, \quad \text{as } n \to \infty.
\]

(iii) Suppose that \( c_1 \leq c_0 \). Then from Lemma 1, (15) and (A.7), we have that \( A(n; T; L(P_n)) \to \infty \) as \( n \to \infty \). Thus, there exists a finite and unique \( n' \) which satisfies (13) for all \( \lambda > 0 \). Further, from (A.6), there exists a finite \( \bar{T} \) which satisfies (16) for all \( n \). Hence, there exists finite \( \bar{n} \) and \( \bar{T} \) which satisfy (13) and (16), respectively.
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