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Abstract—This paper presents a detailed description of Finite Control Set Model Predictive Control (FCS-MPC) applied to power converters. Several key aspects related to this methodology are, in depth, presented and compared with traditional power converter control techniques, such as linear controllers with pulsewidth-modulation-based methods. The basic concepts, operating principles, control diagrams, and results are used to provide a comparison between the different control strategies. The analysis is performed on a traditional three-phase voltage source inverter, used as a simple and comprehensive reference frame. However, additional topologies and power systems are addressed to highlight differences, potentialities, and challenges of FCS-MPC. Among the conclusions are the feasibility and great potential of FCS-MPC due to present-day signal-processing capabilities, particularly for power systems with a reduced number of switching states and more complex operating principles, such as matrix converters. In addition, the possibility to address different or additional control objectives easily in a single cost function enables a simple, flexible, and improved performance controller for power-conversion systems.

Index Terms—Adjustable-speed drives, current control, model predictive control (MPC), power converters, pulsewidth modulation (PWM).

I. INTRODUCTION

POWER converters and drive control technology have been in continuous development since the second half of the 20th century and have proven to be enabling technologies in practically every application area (energy, communications, medicine, mining, transportation, etc.). In particular, converter control techniques have been a very active research topic in the field of power electronics, covering countless topologies for low-, medium-, and high-power applications [1]–[4]. Classic linear controllers, together with modulation schemes and nonlinear controllers based on hysteresis comparators, have been the most widely analyzed and developed control strategies for power converters [2]. This can be explained by the limitation imposed initially by the analog implementation of control loops. These control methods were later on adapted to discrete time digital implementations, which are currently widely accepted as the industry standard.

On the other hand, digital signal processing has experienced an even more explosive evolution over the last decades, enabling the implementation of emerging and, usually, more complex control techniques. Some of these methods have been applied to power converters, among them fuzzy [5], [6], adaptive [7], [8], sliding-mode [9], [10], and predictive controls. The latter is a wide control concept that can be further subdivided or classified into several categories [11], depending on the operating principle and other characteristics. In general terms, predictive control can be considered as any algorithm that uses a model of the system to predict its future behavior and selects the most appropriate control action based on an optimality criterion. One of the earlier predictive controllers used in power converters is the so-called dead-beat control, which eliminates the classic linear controller by using a predictive model of the system. This model is used to calculate the required reference voltage in order to reach the desired reference value for a certain variable (usually the current). The predicted reference voltage is later generated by the converter via a modulation stage. This scheme has been applied for current control of inverters [12]–[19], rectifiers [20], [21], active filters [22], [23], and uninterruptible power supplies (UPSs) [24], [25].

A different approach is Model Predictive Control (MPC) [26], in which a model of the system is considered in order to predict the future behavior of the variables over a time frame (integer multiple of the sample time). These predictions are evaluated based on a cost function, and then, the sequence that minimizes the cost function is chosen, obtaining, in this way, the future control actions. Only the first value of the sequence is applied, and the algorithm is calculated again every sampling period. MPC has several advantages, such as the easy inclusion of nonlinearities and constraints. This scheme has few applications in power converter control and drives due to the high amount of calculations needed in order to solve the optimization problem online, which is incompatible with the small sampling times used in converter control. One solution in order to reduce the calculation time is to solve the optimization problem offline, as presented in [27], where MPC is implemented as a search tree and the calculation time is reduced, making it possible to use the MPC in drive control. Another solution is the use of Generalized Predictive Control (GPC) [28], where the optimization is solved analytically, obtaining a linear controller. Nevertheless, with GPC, it is very difficult to include system constraints and nonlinearities.
Another approach for implementing MPC for power converters and drives is to take advantage of the inherent discrete nature of power converters. Since power converters have a finite number of switching states, the MPC optimization problem can be simplified and reduced to the prediction of the system behavior only for those possible switching states. Then, each prediction is used to evaluate a cost function (also known as quality or decision function), and consequently, the state with minimum cost is selected and generated. This approach is known as a Finite Control Set MPC (FCS-MPC), since the possible control actions (switching states) are finite. This method is also known as finite alphabet MPC or simply as predictive control, and it has been successfully applied to a wide range of power converter and drive applications [29]–[56].

In this paper, a general approach on FCS-MPC of power converters and drives is presented. This paper has, in part, a survey nature, addressing the latest advances and promising future of this technology. In addition, a comparison between FCS-MPC and classic linear controllers is presented. Special attention is given to conceptual differences in the operating principle, controller design, and implementation. The traditional two-level voltage-source inverter (2L-VSI) has been selected as the main topology for comparison. The reasons are its more generic structure, simple operating principle, and industrial presence. In addition, this topology is somehow neutral to both control techniques, which means that it has no special features or favorable characteristics that will make one method outperform another, providing a fair reference frame for the analysis. In addition, other converter topologies, drives, and applications are addressed to show the flexibility and potentiality of FCS-MPC.

II. FCS-MPC OPERATING PRINCIPLE

The power converter or drive control problem can be defined as the determination of an appropriate control action \( S(t) \) (usually the gate signals of the converter) that will drive a generic system variable \( x(t) \) as close as possible to a desired reference value \( x^*(t) \). Consider the qualitative behavior of \( x(t) \) and its regularly sampled value \( x(t_k) \) over a sample period \( T_s \) for a system with a finite number of control actions \( n \), as shown in Fig. 1(a), where measurements, computations, and control actions are performed instantly (ideal case). Since the control actions or control set is finite in number \( S \), with \( i = 1, \ldots, n \), they can be evaluated together with the measured value \( x(t_k) \), based on a prediction function \( f_p \), to predict all the possible system transitions \( x_{pi}(t_{k+1}) = f_p(x(t_k), S_i) \), for \( i = 1, \ldots, n \). This prediction function is directly derived from the discrete model and parameters of the system. To determine which of the control actions is to be selected, a decision or cost function \( f_d \) can be defined, usually dependent on the desired reference value and the predictions \( g_i = f_d\{x^*(t_{k+1}), x_{pi}(t_{k+1})\} \), for \( i = 1, \ldots, n \). Note that the future reference value is needed \( x^*(t_{k+1}) \), which can be assumed to be equal to the actual value \( x^*(t_k) \), since \( T_s \) is sufficiently small compared with the dynamic behavior of the system, and thus, the reference can be considered constant over \( T_s \). If needed for highly dynamic systems, the future reference value \( x^*(t_{k+1}) \) can be estimated via appropriate extrapolation methods. A typical example for the function \( f_d \) would be the absolute error between the predictions and the reference \( g_i = |x^*(t_{k+1}) - x_{pi}(t_{k+1})| \). The evaluation of the cost function with the \( n \) predictions will lead to \( n \) different costs. Naturally, the control action leading to the minimum cost (\( \min(g_i) \), for \( i = 1, \ldots, n \)) is selected to control the system.

Based on the example shown in Fig. 1(a), the predicted value \( x_{p3}(t_{k+1}) \) is the closest to the reference \( x^*(t_{k+1}) \); hence, \( S_3 \) is selected and applied in \( t = t_k \). Following the same criterion, \( S_2 \) is selected and applied in \( t = t_{k+1} \). However, the ideal theoretical case in which the variables can be measured, predicted, and controlled instantly in \( t = t_k \) is not realizable in real-time applications. Nevertheless, this problem can be overcome if a two-step-ahead prediction is considered, as shown in Fig. 1(b), in which the control action to be applied in the following sample time \( S(t_{k+1}) \) is determined. This way, a complete sample period \( T_s \) is available to perform the algorithm. Naturally, the sample period \( T_s \) has to be greater than the measurement, computation, and actuation times added together.

Assume that on a sample time \( t_k \), a measurement \( x(t_k) \) is made and the previously computed control action \( S(t_k) \) is applied. With this information and the system model, a first prediction can be made to obtain the future value \( x(t_{k+1}) \) (this is the first step prediction). Now, from the predicted value \( x_{p3}(t_{k+1}) \), the FCS-MPC algorithm is performed for \( n \) possible control actions, leading to one optimal selection \( S(t_{k+1}) \) (this is the second step prediction). Both predictions are performed during the first sample period, and then, at \( t = t_{k+1} \), the optimal selected control action \( S(t_{k+1}) \) is applied, while \( x(t_{k+1}) \) is measured to perform the algorithm again. As shown in the example in Fig. 1(b), there is only one prediction for the first step, given by the applied control action \( S(t_k) = S_3 \) determined in the previous execution of the algorithm,

\[
f_d = \sum_{i=1}^{n} g_i 
\]

where \( g_i = |x^*(t_{k+1}) - x_{pi}(t_{k+1})| \) and \( x_{pi}(t_{k+1}) \) is the predicted value based on \( x(t_k) \) and \( S_i \). The optimal control action \( S(t_{k+1}) \) is selected to minimize the cost function \( f_d \).
Fig. 2. FCS-MPC generic control diagram.
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Fig. 3. FCS-MPC generic algorithm.

![FCS-MPC Algorithm Flowchart](image)

while $S(t_{k+1}) = S_2$ is selected from the $n$ predictions for the second step.

A simplified control block diagram and the corresponding algorithm for the real-time implementation of FCS-MPC are shown in Figs. 2 and 3, respectively, considering a generic system variable $x(t)$. It is worth mentioning that this control method is not limited to a single variable; on the contrary, multiple variables, system constraints, perturbations, saturations, and, basically, every characteristic that can be mathematically modeled and measured can be included in the predictive model and cost function. This is the basis of the great flexibility and control potential that can be achieved with FCS-MPC. Moreover, the fact that power converters have a reduced and limited number of switching states (or control set) makes this method feasible to implement with present-day available micro-processing resources. Since only a discrete model of the system is necessary, rather than approximated linear models together with control system design theory and modulation algorithms, a simpler and more direct design and implementation of the controller can be achieved.

III. COMPARISON OF CLASSIC LINEAR PI AND FCS-MPC

To highlight the conceptual differences of the FCS-MPC approach with traditional control methods, a comparison of the current control of a 2L-VSI is presented in this section. The 2L-VSI has been selected since it is one of the most widespread converter topologies in the industry and features a generic structure and operating principle that can be easily extended to other converter topologies.

A. Power Converter Overview

The power circuit of a 2L-VSI is shown in Fig. 4. For simplicity, a passive-diode front-end rectifier is assumed to provide the dc-link voltage $V_{dc}$. The converter consists of three phase legs, which can connect the corresponding load terminals to the positive ($P$) or negative ($N$) bars of the converter by controlling the two power switches of a leg with $S_x = 1$ and $S_x = 0$ ($x = a, b, c$). Since there are three phases and each phase features two control actions, there are $2^3 = 8$ different switching states. If a voltage space vector is defined as

$$v_s = \frac{2}{3} V_{dc}(S_a + aS_b + a^2S_c)$$

where $a = e^{j2\pi/3}$, then, evaluating the different switching states, eight voltage space vectors can be generated by the converter ($v_0, \ldots, v_7$), as shown in Fig. 5. For this comparison, a linear resistive inductive $RL$ load is considered.

B. Linear PI Current Control With Space Vector Modulation (SVM) of a 2L-VSI

The traditional current control for a VSI is composed of two stages, a linear proportional–integral (PI) controller followed by a modulation stage, usually pulsewidth modulation (PWM) or SVM [2]. For the PI controller design, the converter is
neglected, and a transfer function is obtained from the \( RL \) load model
\[
v_s = Ri_s + L \frac{di_s}{dt} \quad \Rightarrow \quad G(s) = \frac{i_s}{v_s} = \frac{1}{Ls + R} \tag{2}
\]
where \( L \) is the Laplace transform. The PI controller transfer function is
\[
C(s) = K_p \left( 1 + \frac{1}{T_i s} \right) \tag{3}
\]
where \( K_p \) and \( T_i \) are the proportional and integral parameters, respectively, which can be designed via pole placement or root locus procedures [57]. Two PI controllers are necessary, one for the \( i_a \) and one for the \( i_\beta \) component of \( i_s \) or \( i_d \) and \( i_q \) components if a rotating frame for \( i_s \) is considered (depending on the application). The output of the controller is the voltage vector that is necessary to correct the current trajectory. This reference voltage vector \( v_s^* \) is then modulated by the converter with PWM or SVM [2]. Particularly discontinuous SVM has become the standard method for the modulation stage [58]. A simplified control diagram of this method is shown in Table I.

Note that for the chosen example, the load is linear; hence, its model and the corresponding control has no further complications. However, the converter has saturation (maximum voltage and current) which is a nonlinear condition generally overcome with antiwindup algorithms. Other converters, loads, and, in particular, motor drives, are highly nonlinear systems which complicate the obtention of an approximated linearized transfer function for the controller design, leading to robustness issues. In addition, the implementation of the PI controller in the present-day digital platforms demands discretization of the controller. Moreover, neglecting the converter assumption held during the design process is valid only if a high-bandwidth modulation stage is implemented, which is true for high switching frequencies, hence introducing higher losses and demanding more digital processing power. A favorable characteristic is the fact that the PWM- or SVM-based modulation stage imposes a fixed average switching frequency.

### C. Current FCS-MPC of a 2L-VSI

The FCS-MPC current control problem can be easily derived from the generic operating principle analyzed in Section II. The variable \( x_t \) would be the current \( i_s \); the control action \( S(t) \) represents the switching states \( \{S_i, \text{ with } i = 0, \ldots, 7\} \) of the converter shown in Fig. 5. The predictive model corresponds to the discrete time model of the load, with a Euler approximation of the current derivative, which leads to
\[
i_{s_p}(S_i) = \frac{L i_s(t_k) + T_s v_i(t_{k+1})}{R T_s + L} \tag{4}
\]
\[
v_i(t_{k+1}) = \frac{2}{3} V_{dc} \left[ S_i \cdot [1 \ a \ a^2]^T \right] \tag{5}
\]
where \( i_{s_p}(t_k) \) is the measured current and \( v_i(t_{k+1}) \) is the voltage vector generated by the switching states \( S_i \), with \( i = 0, \ldots, 7 \). In addition, note that \( i_{s_p} = i_{a_p} + j i_{\beta_p} \). Finally, the cost function that needs to be minimized is
\[
g_i(t_k) = |i_{a_p}^* - i_{a_p}(S_i)| + |i_{\beta}^* - i_{\beta_p}(S_i)|. \tag{6}
\]

The corresponding simplified block diagram of the current FCS-MPC is shown in Table I.

To further show how the algorithm works, Fig. 6(a) and (b) shows the system behavior in time and space vector representations, respectively. The shadowed region corresponds to a two-step current prediction, such as the one shown previously in Fig. 1(b). Note that, now, two variables are controlled with one cost function (6). From the space vector waveforms, it can be clearly appreciated that some pairs of vectors produce the same effect on the \( \alpha \) component; \( v_2 \) and \( v_6 \), for example, produce an increase of \( i_a \), while \( v_3 \) and \( v_5 \) produce a reduction. In addition, \( v_1 \) and \( v_4 \) produce a higher increase and higher reduction, respectively. For example, this explains why in the time representation, \( i_{a_p}(\{V_1\}) \) is above all the other current predictions. As expected, the zero vectors \( v_0 \) and \( v_7 \) do not change \( i_s \) at all. In a similar way, \( i_\beta \) is increased by \( v_2 \) and \( v_3 \), reduced by \( v_5 \) and \( v_6 \), and kept equal by \( v_0, v_1, v_4, v_7 \).

Based on the predictions shown in Fig. 6(a), for \( i_a \), the selected vectors are \( v_2 \) and \( v_6 \), while for \( i_\beta \), the chosen vectors are \( v_2 \) and \( v_3 \); hence, the overall selection to fulfill both conditions is \( v_2 \), which can be clearly appreciated as the optimal choice in Fig. 6(b).

Although it cannot directly be observed in this illustrative example, FCS-MPC does not force a commutation in each sample period. Hence, the average switching frequency is variable, leading to a spread current spectrum. Nevertheless, this drawback can be easily compensated, as will be discussed later.

A summary of the most distinctive characteristics of both analyzed methods is given in Table I. Simulation results of the dynamic behavior of the load current shown in the table are obtained in both cases under the same operating conditions. These results were obtained using Matlab/Simulink, with a sample period of \( T_s = 100 \) \( \mu \)s. A step change at 0.035 s is performed only on the \( \alpha \) component of the current from 13 to 2.6 A. Both methods seem to behave comparably under this situation. However, the step in the \( \alpha \) component produces a coupling effect in the \( \beta \) component for the PI with the SVM control algorithm, while in FCS-MPC, this effect does not appear.

![Fig. 5. VSI voltage space vectors, switching states, and cost function dependence.](image-url)
TABLE I

COMPARISON BETWEEN CLASSICAL LINEAR CONTROLLERS (INCLUDING MODULATION) AND FCS-MPC

<table>
<thead>
<tr>
<th>Item description</th>
<th>Linear controller + Modulation</th>
<th>FCS-MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control diagram</td>
<td><img src="image" alt="Control diagram" /></td>
<td><img src="image" alt="Control diagram" /></td>
</tr>
<tr>
<td>Model</td>
<td>Linear load model (for PI design), inverter model (for SVM)</td>
<td>Discrete time load-inverter model (for prediction)</td>
</tr>
<tr>
<td>Controller design</td>
<td>PI parameter adjustment (root locus or pole placement)</td>
<td>Cost function definition</td>
</tr>
<tr>
<td>Modulation</td>
<td>PWM or SVM</td>
<td>no modulation</td>
</tr>
<tr>
<td>Implementation</td>
<td>Analogue or digital (after controller discretization)</td>
<td>Direct digital implementation</td>
</tr>
<tr>
<td>Switching freq.</td>
<td>Fixed</td>
<td>Controllable (variable or fixed)</td>
</tr>
<tr>
<td>Multivariable</td>
<td>Coupled</td>
<td>Decoupled</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Constraint inclusion is not straightforward</td>
<td>Constraints can be included directly in the cost function</td>
</tr>
</tbody>
</table>

![Sim results: step in \(i_\alpha\)](image)

An in-depth comparison and assessment on this topic is presented in [59].

IV. COST FUNCTION FLEXIBILITY AND POTENTIAL

Traditional linear controllers with modulation are limited due to their classic feedback structure. Moreover, the bandwidth and robustness of the controller will depend on how dominant the nonlinearities of the system are. FCS-MPC, on the other hand, uses a full prediction model of the system, and the feedback is included in the cost function, which is not limited to the magnitude of the error of the controlled variable, as analyzed in the example of Section III. In fact, the errors can be measured with functions such as

\[ g = \|x^* - x_p\| \]

\[ g = \|x^* - x_p\|^2 \]

\[ g = \frac{1}{T_s} \int [x^*(t) - x_p(t)] dt. \]

The difference between (7) and (8) is that the latter produces an overproportional cost (in powers of two), producing a higher penalization of bigger errors compared with smaller ones. This can be used to control variables closer to the reference and reduce ripple amplitude. In essence, this error measure will produce a faster controller for the specific variable in the cost function; however, it will also introduce higher switching frequencies. Cost function (9) takes into account the whole prediction during \(T_s\), not only the final value at \(t_{k+1}\); hence, the mean value of the variable is closer to the reference, resulting in more accurate reference tracking. Considering fast sample
periods, as is usual in power converters and drives control, the three cost measures do not have noticeable differences in their performances. Hence, for simplicity and computational effort reduction, (7) will fit most of the applications.

A. Switching Frequency and Efficiency

An important issue in power conversion, particularly in high-power applications, is the efficiency of the power converter, due to the amount of power loss in long-term operations and cooling system costs. Switching losses are particularly relevant, since they are produced by the commutation of the power devices; hence, they are a direct result of the control of a modulation method. In FCS-MPC, switching losses can be controlled by adding another term to the cost function \(g\). Three approaches have been analyzed, namely, the reduction of commutations by predicting the number of switchings involved in using each switching state, the prediction of the switching losses caused by selecting each switching state, and the assurance of a number of commutations in a certain period of time to obtain an imposed switching frequency. These alternatives are reflected, respectively, in the following three additional terms in the quality functions:

\[
g' = g + \lambda \cdot C_p
\]

(10)

\[
g' = g + \lambda \cdot \sum_{j=1}^{n} \Delta i_{cp}(j) \cdot \Delta v_{cmp}(j)
\]

(11)

\[
g' = g + \lambda \cdot \left[ \frac{f_{sw}^*}{\Delta t} - \frac{1}{\Delta t} \sum_{t=0}^{\frac{T_s}{\Delta t} - 1} C(t_{k-1}) \right]
\]

(12)

where \(\lambda\) is a weighting factor. In (10), \(C_p\) is the number of the semiconductors’ commutations involved when changing from the present to the future switching state [50]. This new component in the cost function will avoid those switching states that produce more commutations. Fig. 7 shows an experimental comparison between the classic controller (including PWM-based modulation) and the FCS-MPC for a current control of a neutral-point-clamped (NPC) multilevel converter. This result has been obtained with a Dspace DS1104 control board with Matlab/Simulink installed on a host standard personal computer. The sample period used to implement this strategy is \(T_s = 100 \mu s\). At \(t = 0.035\) s, a reduction is introduced in the carrier frequency of the PWM method, and the weight factor \(\lambda\) is set at a value different from zero, achieving, for both methods, a reduction in the average switching frequency. It can be clearly appreciated that both algorithms have very similar performances.

Fig. 7. Experimental current control of an NPC converter (power circuit in Fig. 13) with switching frequency reduction at \(t = 0.035\) s. (Top) PI with PWM and (bottom) FCS-MPC.

In the second case, cost function (11), the terms \(\Delta i_{cp}(j)\) and \(\Delta v_{cmp}(j)\) are the predicted changes in the collector’s current and the collector–emitter voltage of the semiconductor \(j\), respectively, considering a converter with \(n\) semiconductors. Hence, the switching losses proportional to \(\Delta i_c \cdot \Delta v_{ce}\) of each semiconductor are considered directly in the cost function. Consequently, switching-state transitions that imply fewer switching losses will be then preferred [56]. The third alternative (12) imposes an average switching frequency given as a reference \(f_{sw}^* = C^*/\Delta t\), where \(C^*\) is the number of desired commutations during \(\Delta t\), an arbitrary time frame multiple of the sample period \(T_s\). The reference \(f_{sw}^*\) is subtracted with the sum of the previous number of commutations performed during \(\Delta t\) (including the present prediction of the switching-state transitions under evaluation in the cost function). This quality function will select those switching states that maintain the average switching frequency as close as possible to the desired value, controlling the converter’s switching frequency.

B. Common-Mode Voltage

Common-mode voltages produced by power converters feeding electric machines cause overvoltage stress to the winding insulation, affecting its lifetime and producing deterioration. A strategy to reduce and control common-mode voltages from switched-mode power converters using FCS-MPC has been introduced in [55]. The working principle is to add an additional term with the prediction of the common-mode voltage \(v_{cmp}\) to the quality function \(g\), resulting in

\[
g' = g + \lambda \cdot |v_{cmp}|.
\]

(13)

This way, the method will associate a cost to switching states that produce more common-mode voltages. The prediction of the common-mode voltage \(v_{cmp}\) is obtained by using the output voltages per phase, each switching state under evaluation would produce

\[
v_{cmp} = \frac{v_aNp + v_bNp + v_cNp}{3}.
\]

(14)

Experimental results showing the FCS-MPC mitigation of the common-mode voltages in a matrix converter is shown in Fig. 8. This result has been obtained with a Dspace DS1103 control board with Matlab/Simulink installed on a host standard personal computer. The sample period used to implement this strategy is \(T_s = 8 \mu s\). The corresponding weighting factor \(\lambda\) is set at a different value from zero at \(t = 0.03\) s, to highlight the behavior before and after the compensation.
C. FCS-MPC With Spectrum Shaping

Since regular FCS-MPC chooses the optimal switching state that minimizes a cost function, no commutations are forced every sample period. In fact, one switching state can be the optimal selection for two or more sample periods. This leads to a variable switching frequency, which can cause resonances, vibrations, and acoustic noise, depending on the application.

This drawback can be overcome in FCS-MPC by simply introducing frequency information into the cost function. For example, consider a general variable $x(t)$, with the frequency weighted cost function

$$g = F_z \{ x^* - x_p \}$$

where $F_z$ is a discrete time filter. It can be said that the filter somehow “hides” information in the cost function for those frequencies for which it is designed. Hence, the switching-state transitions producing harmonic components in those frequencies will be selected, since there is no or little cost associated to them. As a consequence, the filter can be designed in such a way that the desired harmonic content can be imposed in the system variables, enabling the spectrum shaping.

For power converters, it could be particularly interesting to produce fixed switching frequencies for which a narrowband stop filter (Notch) can be used [38]. Fig. 9(a) shows a filter designed to eliminate all the information around 4 kHz in the cost function. Using the approach of (15) in the current control cost function (6) for a 2L-VSI leads to the imposed current spectrum experimental results shown in Fig. 9(b). This result has been obtained with a TMS320F2812 DSP. The sample period used to implement this strategy is $T_s = 30 \mu s$.

Instead of fixing the switching frequency, it can also be of interest to reduce the harmonic content for electromagnetic interference and electromagnetic compatibility purposes. In this case, other filter structures can be used in the cost function [40].

D. Reactive Input Power Control

With the FCS-MPC approach, the objective of controlling the reactive input power $Q$ can be achieved by simply penalizing switching states that produce predictions of $Q$ distant from the reference value $Q^*$. This method produces, as a consequence, the control of the input power factor. This can be simply achieved by including in the original quality function $g$ an additional term

$$g' = g + \lambda \cdot |Q^* - Q_p|$$

where $Q_p$ is the predicted reactive input power, calculated based on predictions of the input current and voltage by

$$Q_p = \text{Im} \{ v_{sp} \cdot i_{sp}^* \} = v_{\beta p} \cdot i_{\alpha p} - v_{\alpha p} \cdot i_{\beta p}$$

where $v_{sp}$ and $i_{sp}$ are the input voltage and current space vector predictions, respectively. Note that $i_{sp}^*$ is the complex conjugate of vector $i_{sp}$. Since line voltages are low-frequency signals, the method can be simplified, considering the prediction to be equal to the last measured value of the variable, i.e., $v_{sp} \approx v_s$. Generally, an operation with unity power factor is desired; hence, $Q^* = 0$. Thus, the additional term is reduced to $|Q_p|$. For further details, please refer to [29], [34]–[36], and [54].

V. FCS-MPC CHALLENGES

As mentioned before, different variables can be included in a single cost function. They can be even of different physical natures (current, voltage, reactive power, switching losses, torque, flux, etc.). Since some variables have completely different values than others, mainly because they are expressed in different units (e.g., the maximum current error can be 1 A, while the voltage error can be 10 V), this can lead to coupling effects or
to changes in the relative importance of one variable over the other in the cost function. A simple way to address this issue is to include a coefficient or weight factor $\lambda$ for each variable in the cost function

$$g = \lambda_x |x^* - x_p| + \lambda_y |y^* - y_p| + \cdots + \lambda_z |z^* - z_p|.$$  \hspace{1cm} (18)$$

At the present state of the art, the coefficients of the cost function are determined by empirical procedure. There is no analytical or numerical solution proposed yet to obtain an optimal solution to the problem for FCS-MPC. In [63], some guidelines are presented to help the weighting factor design process. This challenge is an open research topic for future contributions to FCS-MPC.

In this paper, only two-step-ahead predictions have been presented. However, there is no theoretical limit to the number of predictions that can be performed. It is expected that with more predictions in advance, more knowledge of the system is considered in the cost function. However, practical implementations are limited by the computational requirements of the algorithm, which will impose a maximum number of realizable predictions. Moreover, it has been shown that the performance improvement from using one to two step predictions is important but is negligible when comparing two- or three- (or more) step-ahead predictions [26].

Like in all control theories, measurement noise and parameter uncertainty (or variability under operation) can degrade the control system performance and even affect system stability. This is also true for FCS-MPC. Although several publications have addressed this issue, showing appropriate system behavior in the presence of parameter variations and measurement noise [32], [61], there is still not enough comparable information to conclude whether FCS-MPC performs better or worse in this aspect than classical linear-modulation controllers. Fig. 10(a) and (b) shows the behavior of a current controller for a 2L-VSI with FCS-MPC under parameter variation or modeling error of the load resistance and inductance, respectively. These simulation results were obtained using Matlab/Simulink, with a sample period $T_s = 100 \mu s$. Note that each waveform is divided into three parts; for example, in Fig. 10(a), the first part shows the current obtained when the model resistance $\hat{R}$ is half of the real resistance $R$, the middle shows the model that is correct, and the last shows that the resistance of the prediction model is the double of the real one. The same was tested for the load inductance in Fig. 10(b). Note that in both cases, despite the huge modeling errors of 50% and 100%, respectively, the current is properly controlled with negligible differences. There seems to be an amplitude error in the case of the resistance model error while higher ripple is obtained for the case of the inductance model error.

A theoretical approach or analysis in relation to the robustness of FCS-MPC of power converters and drives has not been reported, to date, and is a possible field of research and development.

Another unexplored issue of FCS-MPC of power converters is the effective bandwidth achieved by the controller. Related theoretical analyses or frequency-response measurements have not been reported, to date. This is not trivial, considering the fact that FCS-MPC is inherently a nonlinear control algorithm, in the same sense as the hysteresis controllers; hence, the traditional concept and theory of bandwidth available for linear controllers cannot be directly applied to FCS-MPC. Nevertheless, a frequency-response analysis based on experiments and measurements could be performed as future developments.

VI. APPLICATIONS OF FCS-MPC

A. AFE Rectifiers

In regenerative applications, usually, active front-end (AFE) rectifiers, in back-to-back configuration with the inverter, are used. The critical part of the control scheme is to synchronize the system with the supply voltage and to control the dc-link voltage. This is generally implemented with voltage-oriented control or direct power control methods. In [35] and [36], the same application is controlled with FCS-MPC, controlling directly the active and reactive power of the system, without current control loops, as shown in Fig. 11. The cost function used for this application is

$$g = |Q_p| + |P^* - P_p|$$  \hspace{1cm} (19)$$

where the reactive power reference is set to zero. Note that the inverter part of the back-to-back configuration is controlled separately with the FCS-MPC current control seen in Section III. The active power reference for the AFE ($P^*$) is computed by adding the power needed by the load ($P_{\text{load}}^*$) and the power necessary to control the dc-link capacitor $P_{\text{dc}}^*$. The prediction of the active power ($P_p$) is obtained by the measured supply voltage $v_s(t_k)$ and current $i_s(t_k)$ evaluated together with the switching states in the predictive model of the AFE and the supply interface $RL$ branches.

The experimental behavior of the system for steps in the amplitude of the load current is shown in Fig. 12. This result has been obtained with a Dspace DS1103 control board with Matlab/Simulink installed on a host standard personal computer. The sample period used to implement this strategy is $T_s = 50 \mu s$. Note how directly the active power reference reacts
Fig. 11. Back-to-back FCS-MPC power control block diagram.

Fig. 12. Experimental FCS-MPC power control of a back-to-back converter with step change in load current. (a) Supply active power. (b) Supply reactive power. (c) Input currents.

also as a step, which is properly followed by the FCS-MPC algorithm. The decoupling of the reactive power is successfully achieved even during the step transition. Note how the input current increases to supply the demanded active power. The input currents are sinusoidal, despite the fact that there are no current references or dedicated control loops. The input currents do not complete a full period due to the small time frame between steps in the active power.

B. NPC Multilevel Converter

The NPC converter is widely used in medium-voltage high-power applications. The power circuit is shown in Fig. 13. In this case, the objective is to control the load current, similar to the method presented for the 2L-VSI in Section III. However, there are two additional requirements: maintaining the voltage...
balance of the dc-link capacitors and reducing power losses by avoiding unnecessary switchings in the power circuit. Those objectives are reflected in the following cost function:

\[
g = |i_{\alpha} - i_{\alpha p}| + |i_{\beta} - i_{\beta p}| + \lambda_{dc}|v_{c1p} - v_{c2p}| + \lambda_{sw}C_p
\]  

(20)

where \(v_{c1p}\) and \(v_{c2p}\) are the predicted voltages of both dc-link capacitors and \(\lambda_{dc}\) and \(\lambda_{sw}\) are the weighting factors to adjust the dc-link balance and switching losses, respectively. A large value of certain \(\lambda\)'s implies greater priority to achieve that objective. Fig. 7 shows the experimental output voltage and current of an NPC obtained with a traditional controller and with FCS-MPC. As mentioned before, the reduction in the switching losses was tested. In addition, Fig. 14 shows the behavior of the control method, with and without the dc-link control term in the cost function. Note that \(\lambda_{dc} = 0.1\) has been changed to zero at \(t = 0.68\) s, losing the dc-link balancing control capability. As with results shown in Fig. 7, these experimental waveforms have been obtained with a Dspace DS1104 control board with Matlab/Simulink installed on a host standard personal computer. The sample period used to implement this strategy is \(T_s = 100\) μs.

C. Torque and Flux Control

Torque and flux control is mainly used for high-performance adjustable speed drives. In this application, the selection of the voltage vector is made by evaluating the effect of each one on the torque and flux of the machine model [52]–[54]. The torque reference \(T_e^*\) is obtained from the outer loop speed controller, while the reference stator flux magnitude \(|\psi_s|^*\) is constant and defined by the rated machine values. The stator and rotor fluxes can be estimated with the measurement of the stator currents. Using the rotor speed and considering the seven possible voltage vectors, seven predictions of the torque and stator flux are calculated. A simplified control diagram is shown in Fig. 15. The control strategy is based on the minimization of a cost function \(g\), given by

\[
g = |T_e^* - T_e| + \lambda_{\psi}|\psi_s|^* - |\psi_s|
\]  

(21)

where \(\lambda_{\psi}\) is a weighting factor that handles the magnitude relation between both terms.

Simulation results for a 2L-VSI-fed induction motor showing the drive startup, then a load torque step at \(t = 0.3\) s, and the speed reversal at \(t = 0.4\) s are shown in Fig. 16. This result has been obtained using Matlab/Simulink with a sample period \(T_S = 50\) μs. The torque presents a very good dynamic response which is completely decoupled from the stator flux that is kept constant at all times, as can be clearly appreciated even during dynamic transitions. The load currents appear highly sinusoidal, although no current controllers are included in the control algorithm.

D. Matrix Converter

Matrix converters, such as the one shown in Fig. 17, are direct converter topologies which do not feature large energy storage components. These represent an alternative to the back-to-back converters, particularly in applications where size and volume are an issue [62]. The fact that matrix converters connect directly the mains to the load adds to the complexity of traditional controllers and modulation algorithms, since the input and output need to be controlled simultaneously. Here, FCS-MPC becomes very attractive, since the complete model can be used for prediction and several variables and requirements can be included in the cost function [52]–[54]. Fig. 18 shows the application of FCS-MPC to a matrix-converter-fed ac drive. Here, the cost function used is a combination of
VII. Conclusion

A general approach of FCS-MPC for power converters and drive applications has been presented. This control method is simple and allows for the control of different converters and various kinds of variables without the need of additional modulation techniques or internal cascade control loops. The drive signals for the power switches are generated directly by the controller. FCS-MPC is conceptually very simple yet powerful, since it considers, advantageously, the discrete nature of power converters and microcontrollers. The required high calculation power that was a limitation some decades ago is overcome by today’s standard DSPs and microcontrollers. Interesting applications can be found in those topologies where the modulation techniques are more complex, such as for matrix converters. However, the method can be applied without significant changes to any type of power converter or drive system.

One of the major advantages of FCS-MPC, and probably the greatest difference with traditional controllers, is the flexibility to control different variables, with constraints and additional system requirements (such as reactive power, common-mode voltages, switching losses, voltage unbalance, etc.). This can lead to improved performance, efficiency, and safety or to meet standards and operational limits demanded by the evolving industry applications. This is why FCS-MPC, with its great potential and flexibility, emerges as a promising tool for electric-power conversion.
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