Novel Cardiac Risk Factor Stratification Using Neuro-fuzzy Tool
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Abstract

Heart disease continues to be leading cause of morbidity and mortality among adults all over the world. Cardiac risk factor assessment requires a classification system that is robust to the interaction and uncertainty of input factors, as well as being interpretable on the decision made. To meet the requirements, we made use of neuro-fuzzy methods that is a certain novelty in cardiac risk assessment. In this paper two hybrid neuro-fuzzy classifiers, Adaptive Network-based Fuzzy Inference System (ANFIS) and IRIDIA method for neuro-fuzzy identification and data analysis, were applied to determine the cardiac risk factor. These two methods are widely used in the area of decision making. The study demonstrated that the IRIDIA method is efficient in cardiac risk factor assessment.

1. Introduction

In the past few years a number of algorithm for cardiovascular risk assessment has been proposed to the medical community [1]-[9].

Cardiac risk factor assessment is the estimation of future cardiac health outcome of people considering several important risk factors. One of the essential tasks is to enable the classification of the outcome (no infarction, mild infarction, or sever infarction) based on known respective outcome, for subsequent patients whom the system has not been previously subjected to.

Usually, the cardiac risk assessment methods in literature are either based on ECG data-driven or patient's medical data. The former includes QRS detection, distances in time between waves of RR, PR, etc [10], [11]. Age, blood pressure, and cholesterol are examples of the latter one [1]-[6].

In the previously done researches, data have been measured, then several score sheets have been prepared accordingly [12], [13]. These score sheets can be applied to estimate people risk factor in general. The patient's data are scored by means of obtained score sheets. Considering the scores, cardiac risk factor is calculated.

Framingham study is regarded as the earliest method in this era. The objective of Framingham heart study was to identify the common factors or characteristics that contribute to cardiovascular disease by following its development in the large group of participants who had not yet developed overt symptoms of cardiovascular disease or suffer a heart attack. The researchers went through medical history, extensive physical examination, and laboratory tests.

Over the years, careful monitoring of Framingham study population has led to the identification of major cardiovascular disease risk factors, as well as valuable information on the effects of these factors such as blood pressure, blood triglyceride and cholesterol levels, age, and gender [14].

Newer approaches make use of fuzzy logic and artificial neural networks, linked to artificial intelligence [15], [16]. In comparison with scoring method, neuro-fuzzy is more likely to lead us toward superior classifying applications. So, on the case of neuro-fuzzy merits, we have initiated to apply it in assessment of cardiac risk factor.

The advantages of fuzzy classifiers have been clearly exhibited in at least two ways: they allow multiple gradual class membership to smooth the transition from one class to the other as the input changes [17], therefore result in a better response in those cases that may overlap over several classes; and they also favor interpretation.

One of the important design problems of a fuzzy system is to instruct a set of appropriate fuzzy rules. Because pure fuzzy system fails to automatically acquire knowledge from data in order to extract the required rules, the researchers had to refer to expert physicians [18] but in present study, the basic idea
behind the design is to estimate fuzzy rules through learning from input-output data pairs. Neural network is introduced to solve this problem [19], [20]. The utility of neural network lies in the fact that they can be used to infer a function from observations and also to use it. This is particularly useful in the applications where the complexity of data or task makes the design of such a function by hand impractical.

So far, a lot of numeric analysis approaches of neuro-fuzzy systems have been presented. Most of these techniques divide the input data space, not considering the output data space, so the obtained rules should not be always reasonable. IRIDIA method is a simple and effective neuro-fuzzy network that divides input-output data space and extracts fuzzy if-then rules automatically. This method searches for the right number of rules of the architecture by adopting a procedure of cross-validation on the available data set [21], [22]. Whereas ANFIS, determining the number of membership functions of input variables, uses either, all possible rules or we, should set the rules, ourselves [23]-[25].

2. Materials and methods

2.1. Materials

Extensive clinical and statistical studies have identified several factors that increase the risk of coronary heart disease and heart attack. Major risk factors are those that research has shown significantly increase the risk of heart and blood vessel (cardiovascular) disease. Other factors are associated with increased risk of cardiovascular disease, but their significance and prevalence haven't yet been precisely determined. They're called contributing risk factors. The American Heart Association has identified several risk factors. Some of them can be modified, treated or controlled, and some can't. The more risk factors you have, the greater your chance of developing coronary heart disease. Also, the greater the level of each risk factor, the greater the risk [26].

Increasing age, male sex (gender), and heredity (including race) are the major risk factors that can't be changed. Tobacco smoke, high blood cholesterol, high blood pressure, physical inactivity, obesity and overweight, and diabetes mellitus are the major risk factors you can modify, treat or control by changing your lifestyle or taking medicine. Stress, alcohol, and diet and nutrition are other factors contribute to heart disease risk.

The present article develops a simplified cardiac risk factor model, building on the sex, age, cholesterol (LDL) and blood pressure (systolic). Family history of heart disease, physical activity, obesity, cigarette smoking, diabetes and other probable factors are not included because these factors work to a large extent through a major risk factors, and their unique contribution to cardiac risk factor assessment can be difficult to quantify [27]-[29] but they should not be underestimated. For example, individuals with family history of heart disease should view increased risk factors with particular concern and deal with them more vigorously than should people without such backgrounds.

Predicted risk may be calculated with SBP (Systolic Blood Pressure) or DBP (Diastolic Blood Pressure). Because of high correlation between these two measurements, both can not be included; the redundancy leads to difficulty in interpretation. The model incorporating SBP is recommended because SBP is more accurately determined, has a wider range of values, and is a stronger predictor of heart disease, particularly in elderly [30].

Statistic data of 165 patients in hospitals of Tehran (54 patients) and Shiraz (111 patients) (1) were obtained. The patients were chosen from among people who had referred to hospital having of chest pain. They underwent laboratory tests and their blood pressure was measured. The data included the following variables: sex, age, LDL, SBP, and Myocard-brain Creatinine Phosphokinase (cpk-mb) enzyme. The intensity of infarction was determined according to the amount of the enzyme (in three different levels: no infarction, mild infarction, and sever infarction) [31], [32].

![Figure 1. Assessment system](image)

Sex, age, LDL, and SBP were considered as the input and infarction intensity was considered as the output. Sex, age, and LDL were continuous variables and input were converted into categorical variables. Sex and LDL were converted into two intervals and age was divided into five intervals. The model was trained on 133 patients and tested on 32 patients. The cross-validation was used to tune the parameters of the model. The model was also tested on patients from the same hospitals.

1. Tehran and Shiraz are two big cities in Iran which are far away from each other.
output. To draw the input-output mapping of each group, neuro-fuzzy networks were used (Fig. 1.).

2.2. Methods

At first step, in this study all the input variables including age, LDL, and SBP were normalized in the range of [0,1]. Output values of no infarction, mild infarction, and severe infarction based on enzyme concentration are identified with numerical values of 0, 0.5 and 1 respectively. Then the data related to men, women, men-Shiraz, women-Shiraz, men-Tehran, and women-Tehran were partitioned into train and test sets randomly (both sets included subjects with no infarction, subjects with mild infarction as well as subjects with severe infarction). %70 of whole data was used for training (rule generation) and the rest %30 was used for testing. ANFIS and IRIDA methods were applied to data sets of men, women, men-Shiraz, women-Shiraz, men-Tehran, and women-Tehran.

2.2.1. ANFIS. ANFIS toolbox of MATLAB software was used. We selected Grid partition method for data clustering then all possible rules were used. Fuzzy model of Takagi-Sugeno was applied. For membership functions of antecedent of rules Gaussian/Triangular options were considered and regarding consequent of rules linear/constant were our choices. For error tolerance, two values 0.1 and 0.01 were considered to investigate the possibility of overfitting. We obtained 8 models for each of data sets: (membership function Gaussian/triangular, output function constant/linear, error tolerance of 0.1 / 0.01)

Also we increased the number of Epochs till the error value did not decrease any more.

Having fuzzy models trained, we applied train and test data sets to the model and obtained output of model. The output values less than 0.25 were considered as 0 (people with no infarction), the output values more then 0.25 and less than 0.75 were considered as 0.5 (people with mild infarction), and the output values more than 0.75 were considered as 1 (people with severe infarction). Then we counted the number of cases not correctly predicted by our models. Considering the number of errors, we chose the most appropriate model.

2.2.2. IRIDIA Method. The precise model of Takagi-Sugeno which focuses on accuracy was selected to be used as the fuzzy model [33]. The program provided a set of structural alternatives in the definition of the fuzzy model: the shape of membership function of the antecedents (Gaussian/triangular), the parametric form of the consequent (constant/linear), the combination method of the rules (weighted/comb) and bias term which can be either used or not in the linear step of the nonlinear parametric optimization (bias/no-bias). Further, it is possible to choose between two different clustering policies, K-means/Hyperplane fuzzy clustering [34], to provide the identification algorithm with good initial values of the center and base of the membership functions. Then we obtained 32 models for each data set:

(Gaussian/Triangular,Constant/Linear,Weighted/Com,Bias/No-bias,K-means/Hyperplane ).

IRIDIA method searches for the right number of rules of the architecture by adapting a procedure of cross-validation on the available data set. It stars with a minimal number of rules and at each step increases the number of rules by restarting the global procedure, until a maximum number of rules is reached (the user is free to set properly what is the desired range of number of rules to range over). Then each structure is characterized by its error in generalization, estimated by a procedure of cross-validation and the optimal number of rules is searched by comparing the cross-validation error obtained at different levels of number of rules. At the end of the global training phase, the cross-validation error is plotted against the number of rules used and the user is asked to choose the number of rules at which the fuzzy system looks to perform better (Fig. 2.).

![Figure 2. Cross-validation error versus number of rules diagram](image_url)

In order to have a definite range for the number of rules, points with coordinates of (SBP, LDL, age), were exhibited in a 3-dimentional space. Therefore
regarding the distribution of data a range of 3-10 was chosen.

For each of 32 fuzzy structures cross-validation error versus number of rules was plotted and number of rules was chosen that produces the least cross-validation error.

Selecting the fuzzy model, the number of rules was determined. The model was trained by the train set data then center and base of membership functions of rules antecedents and parameters of rules consequents were derived. The trend was repeated for the 32 fuzzy structures.

In these phase, we used the trained fuzzy model to predict data output of train and test sets data similar to ANFIS Method. If the number of errors of two models were the same, the model having fewer rules was chosen to have less complexity in our models.

3. Results

**Why male and female were studied separately.** Applying neuro-fuzzy method led us to consider a distinction between males and females in cardiac risk stratification. Male and female were studied separately because they differ according to the age in which there is risk of infarction, but in the case of SBP and LDL, the differences are not considerable.

ANFIS and IRIDIA methods were applied to men and women data sets separately to derive fuzzy model. With regards to applied methods and previous record of neuro-fuzzy models performance, we expected fewer errors than what we got.

Having studied more we found that the unexpected error values were due to the distribution of data. Our data had been gathered from two distant cities, Tehran and Shiraz. Life quality and conditions such as air pollution, life style and … differ in these two cities, so risk ranges of different age, LDL, and SBP levels are not the same in Shiraz and Tehran. So we repeated the methods for four groups: men-Shiraz (63 people), women-Shiraz (48 people), men-Tehran (34 people), and women-Tehran (20 people).

Results of different groups of our research are summarized in Table 2 and Table 3. Total error is the proportional of error numbers to the total number of data.

<table>
<thead>
<tr>
<th>Why subjects in Tehran and Shiraaz were studied separately.</th>
<th>ANFIS and IRIDIA methods were applied to men and women data sets separately to derive fuzzy model. With regards to applied methods and previous record of neuro-fuzzy models performance, we expected fewer errors than what we got.</th>
</tr>
</thead>
</table>

**Table 2. Fuzzy models of ANFIS**

<table>
<thead>
<tr>
<th>Group</th>
<th>Fuzzy model</th>
<th>Number of rules</th>
<th>Total error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>Gaussian, Linear</td>
<td>27</td>
<td>22.68%</td>
</tr>
<tr>
<td>Women</td>
<td>Triangular, Linear</td>
<td>27</td>
<td>19.11%</td>
</tr>
<tr>
<td>Men-Shiraz</td>
<td>Triangular, Constant</td>
<td>27</td>
<td>3.17%</td>
</tr>
<tr>
<td>Women-Shiraz</td>
<td>Triangular, Constant</td>
<td>27</td>
<td>2.08%</td>
</tr>
<tr>
<td>Men-Tehran</td>
<td>Gaussian, Linear</td>
<td>27</td>
<td>37.5%</td>
</tr>
<tr>
<td>Women-Tehran</td>
<td>Gaussian, Linear</td>
<td>27</td>
<td>5%</td>
</tr>
</tbody>
</table>

**Table 3. Fuzzy models of IRIDIA method**

<table>
<thead>
<tr>
<th>Group</th>
<th>Fuzzy model</th>
<th>Number of rules</th>
<th>Total error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>Gaussian, Constant, Comb, Bias, K-mean</td>
<td>5</td>
<td>10.31%</td>
</tr>
<tr>
<td>Women</td>
<td>Gaussian, Constant, Comb, Bias, HFC</td>
<td>5</td>
<td>14.71%</td>
</tr>
<tr>
<td>Men-Shiraz</td>
<td>Gaussian, Constant, Weighted, No-bias, K-mean</td>
<td>5</td>
<td>4.76%</td>
</tr>
<tr>
<td>Women-Shiraz</td>
<td>Gaussian, Constant, Weighted, No-bias, HFC</td>
<td>7</td>
<td>2.08%</td>
</tr>
<tr>
<td>Men-Tehran</td>
<td>Gaussian, Constant, Comb, Bias, K-mean</td>
<td>4</td>
<td>14.71%</td>
</tr>
</tbody>
</table>
Tehran women data, in our database, was not enough to be applied to IRIDIA method. The results show that the IRIDIA method provides us with more accurate information in cardiac risk factor assessment. Gathering data from different regions with different climatic, social, cultural, economic, employment and other circumstances, we can extend this research. Then the appropriate model can be derived in order to estimate cardiac risk factors in different regions.

4. Conclusion

In this paper we explained cardiac risk factor stratification based on neuro-fuzzy method. Our Parameters in this method were sex, age, LDL, and SBP.

In this paper, two hybrid neuro-fuzzy classifiers (ANFIS and IRIDIA method) were applied to determine the cardiac risk factor. The study demonstrates that the IRIDIA method is more efficient than ANFIS in cardiac risk factor data analysis. The capabilities of our method can be summarize as below:

1- New Risk factor such as smoking background, life condition and ... can be included in the proposed method easily.

2- Extension of available data in database simply can be integrated in our model. Also, Extension of database with more data can yields more reliable results.

3- With our method, risk factor assessment can be specialized based on different regions and life conditions.

4- Using the obtained fuzzy rules, sensitivity analysis of cardiac risk factors can be derived to show which factor have great effect on cardiac risk.

5- Comparison of risk factor in different community can be done.

Relation of sex, age, LDL that used in our model with feature extracted in ECG (Clinical symptoms of heart disease) do not evaluated in our work.

The predictions may not be appropriate for individuals with extremely elevated risk factors such as malignant hypertension, extremely high cholesterol levels and ... that place them in the top or bottom few percentiles of the distribution.
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