MULTIMODAL INTEGRATION OF MICRO-DOPPLER SONAR AND AUDITORY SIGNALS FOR BEHAVIOR CLASSIFICATION WITH CONVOLUTIONAL NETWORKS
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The ability to recognize the behavior of individuals is of great interest in the general field of safety (e.g., building security, crowd control, transport analysis, independent living for the elderly). Here we report a new real-time acoustic system for human action and behavior recognition that integrates passive audio and active micro-Doppler sonar signatures over multiple time scales. The system architecture is based on a six-layer convolutional neural network, trained and evaluated using a dataset of 10 subjects performing seven different behaviors. Probabilistic combination of system output through time for each modality separately yields 94% (passive audio) and 91% (micro-Doppler sonar) correct behavior classification; probabilistic multimodal integration increases classification performance to 98%. This study supports the efficacy of micro-Doppler sonar systems in characterizing human actions, which can then
be efficiently classified using ConvNets. It also demonstrates that the integration of multiple sources of acoustic information can significantly improve the system’s performance.
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1. **Introduction**

Recognizing the behavior of individuals is important for understanding their state of mind and making behavioral decisions. There exist a wide range of human sensing methods for automatic behavior recognition, including cameras, contact and pressure sensors, thermal imagers, motion sensors, radars, and electric field sensors, among others. Compared to other sensors, cameras are cheap, offer high spatial definition and provide a large amount of information regarding objects in the scene. Therefore, camera-based applications are commonly employed for automatic behavior recognition and numerous examples have been reported in the literature with strong emphasis on security applications such as road traffic,

and natural action classification. However, the high-dimensionality of video-based sensor signals makes them more difficult to parse and commonly lead to a high number of false positives. Additionally, conventional video-based systems for automatic behavior recognition have a number of drawbacks, such as requiring a lot of memory, computing power and communication bandwidth to process and transmit the images, being bulky and relatively immobile and raising privacy concerns when the system is deployed in public.

Here we present a fast, portable, low-cost and noninvasive alternative system that is capable of forming composite representations of behavior exclusively through the use of information derived from sounds. The system employs sound in two ways. First, it is able to identify and classify moving objects in the environment by active sound emission and the detection of micro-Doppler frequency shifts in sonar returns. Second, it can identify the behavioral consequences of actions by passive detection and classification of sounds emitted by the objects themselves as they interact with their environment (e.g., foot-steps, hand-claps). By integrating these two modalities and forming associations between body movements (overt behavior) and sounds, this situated cognitive system goes beyond normal human capabilities and provides an acoustic analogy to a camera-based visual scene analysis system.

The micro-Doppler sonar system we employ is inspired by natural bio-sonar which echo-locating animals use to locate, range and identify objects. Here we use a constant frequency signal that allows us to acquire signatures of motion from articulate objects, detected as modulations of the frequency in the emitted sonar signal; higher frequencies being generated by motion towards the device, and lower frequencies by movements away, the classic Doppler shift. This micro-Doppler sonar technology complements cameras and visual surveillance in situations where the mere presence of life is relevant (for security or search and rescue reasons, for example), since although it depends upon a clear line of sight between the detector and the object of interest it does not rely on visibility per se. Preliminary work on human and animal species classification as well as action and behavior recognition yielded highly promising recognition rates. Here we present a novel approach that for the first time incorporates multi-scale analysis and multi-modal integration.

Convolutional Neural Networks (ConvNets) are inspired by biophysiological principles derived from the study of primary visual cortex. They provide a flexible and trainable hierarchical architecture that can learn selective and invariant features for classification. ConvNets have a long history and have been demonstrated to work robustly in character recognition as well as speech and time-series prediction. Similar bio-inspired architectures have been used for movement and face recognition. The architectural simplicity of ConvNets proved to be suitable for custom hardware implementation and a stream processor for ConvNets has also been built.

A bio-inspired architecture for sound processing is employed in this paper. Although the mammalian auditory system is not fully understood, it has been shown that in monkeys it contains at least 20 interconnected regions. The same study showed the auditory cortex of monkeys is hierarchically
organized with at least four distinct levels of processing. In this line, a recent fMRI study demonstrated that the functional organization of the anterior lateral processing pathway in humans is largely homologous to that of nonhuman primates, which has been hypothesized to mediate sound classification to the regions of the auditory system. Regarding micro-Doppler sonar processing, evidence suggests that the auditory system in bats is also organized hierarchically. All in all, convergent evidence suggests that ConvNets may capture some of the principles of auditory processing in cortex, such as the use of spectro-temporal features and a hierarchical organization. Here we propose using ConvNets to model both passive sound and micro-Doppler sonar processing in a computational model of auditory object processing based on spectro-temporal features, as found in a study that employed Dynamic Causal Modeling to evaluate the functional connectivity between three different regions of the auditory system. Regarding micro-Doppler sonar processing, evidence suggests that the auditory system in bats is also organized hierarchically. All in all, convergent evidence suggests that ConvNets may capture some of the principles of auditory processing in cortex, such as the use of spectro-temporal features and a hierarchical organization.

2. Methods

2.1. Classifier architecture

The classification system is based on ConvNets, which allow flexible architectures composed of several modules or building blocks that can be arranged differently according to the task requirements. The main building blocks, using a similar nomenclature and definition to that proposed by LeCun, are described below. For each building block the variable $x$ denotes the input 3D array composed of $a_f$ 2D feature maps of size $a_1 \times a_2$; and $y$ denotes the output 3D array composed of $b_f$ 2D feature maps of size $b_1 \times b_2$. The $i$th feature map is denoted as $x_i$, and a specific component at location $(j, k)$ within that feature map is denoted as $x_{ijk}$.

Filter Bank Convolution: Denoted as $n \cdot f_{C/T} \cdot CTA$, where $n$ is the number of filters; $f_C, f_T$ define the filter size; and $CTA$ represents the use of the convolution ($C$) operation, the tanh ($T$) nonlinearity and the absolute ($A$) value function. This module computes the convolution of the input signal with a set of pre-learned filters and applies the tanh and absolute function nonlinearities to the output, according to the following equation:

$$y_j = \tanh \left( \sum_i w_{ij} \cdot x_i \right),$$

where $\tanh$ is the hyperbolic tangent nonlinearity; $w_{ij}$ is the 2D discrete convolution operator; $w_{ij}$ is a filter of size $f_C \times f_T$ that connects input feature map $x_i$ to output feature map $y_j$. Taking into account the border effects, the size of the output feature maps is: $b_1 = a_1 - f_C + 1$ and $b_2 = a_2 - f_T + 1$.

Local Contrast Normalization: Denoted as $N_r$, where $r$ is the radius of a Gaussian window. This module performs local subtractive and divisive normalization enforcing competition between the spatially surrounding units in the same feature map and between units coding different features at the same spatial location. The subtractive normalization operation for a given location $v_{ijk}$ is implemented as:

$$v_{ijk} = x_{ijk} - \sum_{\text{adjacent}} g_{pq} \cdot x_{i,j+p,k+q},$$

where $g_{pq}$ is the subtractively normalized output and $g_{pq}$ is a Gaussian window of radius $r$, sum-normalized to 1. Divisive normalization then computes:

$$y_{ijk} = v_{ijk} / \max(c, \sigma_{ijk});$$

$$\sigma_{ijk} = \sum_{\text{adjacent}} g_{pq} \cdot v_{i,j+p,k+q}^2,$$

where $y_{ijk}$ is the divisive normalized output; $c = \text{mean}(\sigma_{ijk})$; and $\sigma_{ijk}$ is the weighted standard deviation of all features within the surrounding region of radius $r$. The normalization operation is inspired by computational models of primary visual cortex.
Average Pooling and Subsampling is denoted as $y_{ijk} = \sum_{p,q} x_{i+p,k+q}/(f_1 \cdot f_2)$.

Each feature map $y_i$ is then spatially subsampled by a factor of $s_1$ in the horizontal dimension and $s_2$ such that $b_1 = a_1/s_1$ and $b_2 = a_2/s_2$.

**Classifier.** This module employs the output of the previous layer to train a classifier using supervised learning and multinomial logistic regression or a linear support vector machine. In our simulations we employ the latter (implemented using the publicly available libsvm library\(^{33}\)) and thus denote this top module as SVM. The SVM module is trained using labeled data from the layer immediately below, and generates multi-class probability distributions over the trained classes using pairwise coupling.\(^{34}\)

### 2.2. Signal pre-processing

The only required signal pre-processing step is to compute a time-corrected instantaneous frequency reassigned (IFR) spectrogram representation of each recorded micro-Doppler signature, using the method of Nelson.\(^{35}\) Prior to calculating the IFR spectrogram, the ultrasonic signal is mixed such that the emitter frequency is transformed to 2.5 kHz. The micro-Doppler frequency shifts are centered around the down-sampled emitter or carrier frequency, in order to capture the frequency shifts corresponding to the ultrasonic carrier frequency (2.5 kHz after down-sampling). Each input signal is divided into spectrogram frames of 2.57 s input signal. All receptive field sizes are shown in Table 1. These have been calculated taking into account the large overlap in the receptive fields (e.g. 10/30 for Layer 1). The high overlap in the network leads to a temporal step between top layer events of 30 frames (0.39 s of signal). Thus, the micro-Doppler data was processed in a ConvNet composed of six layers, that receives input from the IFR spectrogram of the recorded micro-Doppler signal. The ConvNet has three pooling layers, two convolution layers and a classifier, see Fig. 1. Only the convolution and pooling modules constitute independent model layers, whereas the normalization module is included within the convolution layer. The size of the output of each layer, which takes into account the border effect of the convolution operation (the pooling operation has no border effect), is also included in Fig. 1. The configuration and parameters of the ConvNet were chosen as a trade-off between maximizing classification performance and minimizing simulation time. The parameters are shown in Table 1 and the Results section includes a robustness analysis for most of them. Following the nomenclature from the previous section, a classifier with selected parameters can be written in short form as:

\[
P_{1,20}^{30} \rightarrow 8 F_{C / TA} / N_0 \rightarrow P_{4,4}^{1,4} \rightarrow 64 F_{C / TA} / N_0 \rightarrow P_{2,2}^{4,8} \rightarrow \text{SVM.} \quad (6)
\]

The ConvNet can process an IFR spectrogram of any size and will generate a fixed number of output probability distributions corresponding to different time steps. Given the parameters of the network, the minimum number of spectrogram frames to generate an output probability distribution at the top layer is 530 (for the ultrasonic data). This corresponds to 2.57 s input signal. All receptive field sizes are shown in Table 1. These have been calculated taking into account the large overlap in the receptive fields (e.g. 10/30 for Layer 1).
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Fig. 1. Convolutional Neural Network for ultrasonic data classification. The output of each of the six layers in the network is shown schematically for an input signal of 5s. The input is first pre-processed by calculating its IFR spectrogram, which serves as input to the model. Along the left-hand side, the different learning stages and resulting filters are also represented schematically. The output of the model consists of a probability distribution over the classes for each top layer time step, obtained using an SVM classifier.

Output probability distributions at the top classifier layer should be $5/0.39 = 12.8$, but, due to the border effect of the convolution layers, the resulting number of output events is 11.

2.4. Processing auditory data using ConvNets

The ConvNet architecture used to process the auditory data has exactly the same parameters as that for the micro-Doppler data except for the first pooling layer, which is responsible for the temporal subsampling of the IFR spectrogram. Because the microphone sampling frequency was higher than that of the micro-Doppler device and the recording times of both devices were not always identical, the spectrograms corresponding to each modality differed in length. To obtain model outputs synchronized for both auditory and micro-Doppler data, we calculated...
Table 1. Parameters of the ConvNet for ultrasonic (middle) and auditory (right) data processing.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ultrasonic</th>
<th>Auditory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Layer 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>Average pooling</td>
<td></td>
</tr>
<tr>
<td>Pooling size (freq), $f_1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pooling size (time), $f_2$</td>
<td>(0.15 s)</td>
<td>(0.15 s)</td>
</tr>
<tr>
<td>Step size (freq), $s_1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Step size (time), $s_2$</td>
<td>20 (0.10 s)</td>
<td>48 (0.18 s)</td>
</tr>
</tbody>
</table>

| **Layer 2** |            |          |
| Type      | Convolution and normalization |          |
| Number of filters, $n$ | 8 | 8 |
| Filter size (freq), $f_1$ | 4 | 4 |
| Filter size (time), $f_2$ | 4 (0.92 s) | 4 (0.92 s) |
| Normalization radius, $r$ | 3 | 3 |

| **Layer 3** |            |          |
| Type      | Average pooling |          |
| Pooling size (freq), $f_1$ | 1 | 1 |
| Pooling size (time), $f_2$ | 2 (1.21 s) | 2 (1.21 s) |
| Step size (freq), $s_1$ | 1 | 1 |
| Step size (time), $s_2$ | 2 (0.19 s) | 2 (0.19 s) |

| **Layer 4** |            |          |
| Type      | Convolution and normalization |          |
| Number of filters, $n$ | 64 | 64 |
| Filter size (freq), $f_1$ | 4 | 4 |
| Filter size (time), $f_2$ | 4 (1.21 s) | 4 (1.21 s) |
| Normalization radius, $r$ | 0 | 0 |

| **Layer 5** |            |          |
| Type      | Average pooling |          |
| Pooling size (freq), $f_1$ | 1 | 1 |
| Pooling size (time), $f_2$ | 2 (2.57 s) | 2 (2.57 s) |
| Step size (freq), $s_1$ | 1 | 1 |
| Step size (time), $s_2$ | 2 (0.39 s) | 2 (0.39 s) |

| **Layer 6** |            |          |
| Type      | SVM linear classifier ($\text{libsvm}$) |          |
| SVM options | $t = 0$ (linear kernel), $c = 1$ (cost), $b = 1$ (probability estimates) |

2.5. Learning using ConvNets

The collected dataset is randomly divided into a training set with 50% of the subjects and a testing set with the other 50%. Thus, each set is composed of 175 files of approximately 10s, corresponding to 7 actions × 5 subjects × 5 trials. The random selection process of subjects is repeated 50 times and the results are averaged for cross-validation.

To calculate the filters of the convolution layers we employ $k$-means clustering. We first compute from the previous layer’s output all 3D patches of size $f_0 \times f_1 \times f_2$ where $f_1$ and $f_2$ are the spatial dimensions (i.e. the frequency and time dimension of the spectrogram) and $f_0$ is the number of feature maps in the previous layer. These patches are fed into the $k$-means clustering algorithm to obtain $n$ cluster centers, which are used as filters after sum-normalizing each of them to one. Given that $k$-means is quite sensitive to initial starting conditions, we implemented a procedure for computing a refined starting condition that leads to improved solutions.

The learning process is illustrated in Fig. 1, which includes examples of the filters learned by the micro-Doppler processing ConvNets. In this case, the 8 Layer 2 filters of size $f_0 = 1 \times f_1 = 10 \times f_2 = 6$ are learned from the output of Layer 1. Note that $f_0 = 1$ because the number of feature maps in Layer 1 is just one, i.e. the pooled IFR spectrogram. The 8 filters learned show similar characteristics to the spectro-temporal receptive fields found in primary auditory cortex. The output of Layer 1 is then convolved with each of these filters to obtain the 8 output feature maps of Layer 2. Similarly, the 64 Layer 4 filters of size $f_0 = 8 \times f_1 = 4 \times f_2 = 4$ are learned from the output of Layer 3. In this case $f_0 = 8$ because Layer 3 is composed of eight feature maps. The output of Layer 3 is then convolved with each of the 64 learned filters, as described by Eq. (1), yielding the 64 feature maps of Layer 5.

To learn the linear SVM coefficients of the Layer 6 classifier we employ the $\text{libsvm}$ library. The output of Layer 5, $x$, has dimensions $a_1 \times a_2 \times a_3$, where...
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2.6. Combining probability distributions over time

We propose combining the output probability distributions of the ConvNet, \( P(C|X_t) \), over several time steps, where \( X_t \) represents the input feature vector to Layer 6 at time step \( t \), and \( P(C|X_t) \) is the class probability given \( X_t \). Assuming conditional independence of the input feature vectors given the class, i.e., \( P(X_{t_1},X_{t_2}|C) = P(X_{t_1}|C) \cdot P(X_{t_2}|C) \), and a uniform prior distribution, \( P(C) \), we can write:

\[
P(C|X_{t-n_{win}},...,X_t) = \alpha \cdot \prod_{d=t-n_{win}}^{t-1} P(C|X_d),
\]

where \( \alpha \) is a normalizing constant that ensures that \( \sum_a P(C|X_{t-n_{win}},...,X_t,a) = 1 \); \( n_{win} \) is the window size and represents the number of probability distributions combined over time (in Layer 6 time steps); and \( P(C|X_{t-n_{win}},...,X_t,a) \) represents the posterior distribution over classes given the input feature vectors between time steps \( t - n_{win} \) and \( t \).

2.7. Multimodal integration

To test whether combining information from both the micro-Doppler and auditory modalities improves the results, we use a method of multimodal integration. Let \( X_{t,a} \) and \( X_{t,\text{us}} \) be the input feature vectors to Layer 6 at time step \( t \) for the ultrasonic and auditory ConvNets, respectively. Importantly, these outputs, \( P(C|X_{t,a}) \) and \( P(C|X_{t,\text{us}}) \), are aligned in time thanks to adapting the Layer 1 pooling parameters. Assuming conditional independence of \( X_{t,a} \) and \( X_{t,\text{us}} \) given the class, and a flat prior probability, \( P(C) \), we can combine both sources of information using

\[
P(C|X_{t,a},X_{t,\text{us}}) = \alpha \cdot P(C|X_{t,a}) \cdot P(C|X_{t,\text{us}}),
\]

where \( \alpha \) is a normalizing constant that ensures that \( \sum_a P(C|X_{t,a},X_{t,\text{us}}) = 1 \). \( P(C|X_{t,a},X_{t,\text{us}}) \) represents the posterior probability over classes given the input feature vectors at time step \( t \) for both modalities.

2.8. Real-time processing

Real-time processing is accomplished by employing a Matlab application that was developed to continuously read data blocks of fixed size (in our case, 19,400 bytes) from the micro-Doppler device and feed them to MatLab via a pipe such that no data is lost while other operations are carried out in real time. To process the incoming blocks of data, first the IFR spectrogram is calculated and then passed through the six-layer ConvNet that outputs a probability distribution over the classes. Given that the model operations have been efficiently implemented using MatLab’s Image Processing toolbox, the ConvNet requires just 0.04 s of computation time for each second of data. Additionally, the receptive field size in the top layer was reduced from 8 to 4 such that the system only requires 1.8 s of data to provide the first output probability distribution, and then updates it every 0.4 s.

The real-time demo can be run in three different modes: (1) learning, to record the IFR spectrogram of a micro-Doppler signal, (2) training, to use stored IFR spectrograms for each action class to train the ConvNet model, and (3) testing, to compute the output probability distribution over actions classes for a given real-time input signal.

A graphical user interface was developed to visualize the input IFR spectrogram, output of the model layers, and the output probability distribution. The GUI allows the user to record new classes and train the model parameters to newly recorded data. Training is done offline, but very fast. This allows users to experiment with different sets of actions. For example, training the six-layer model with 60 s recordings of four different actions takes approximately three seconds.

\[1350021-7\]
2.9. Data collection

A human behavior dataset was collected in an experimental indoor setup, see Fig. 2. All actions were performed on top of a treadmill. The micro-Doppler sonar module was placed at approximately 2.5 m in front of the subject and at approximately 1.5 m above the floor. A treadmill, adjusted to minimize the surface area occluding the subject, was used to eliminate the effect of distance-modulated amplitude that is characteristic of the micro-Doppler signature. Without the treadmill, the amplitude of the recorded signal varies continuously as the subject moves closer to the micro-Doppler sonar. Additionally, the micro-Doppler signature would reflect a shift in its central frequency proportional to the velocity of the moving subject’s body. The treadmill eliminates this highly salient cue, which would allow for trivial classification based on the average body speed, and action classification is based solely on the individual speeds of the moving body parts. The treadmill also facilitates recording actions such as walking or running given the limited distance range of the micro-Doppler sonar module (approximately 5 m). In previous experiments these type of actions could only be recorded for short periods of time (1 or 2 s) and the sonar device had to be placed with a diagonal angle of incidence relative to the subject in motion, resulting in a reduced visibility of the body parts. The current setup solves these problems and provides a larger and cleaner dataset that facilitates the understanding and characterization of this novel sensory technology.

The setup also includes a studio quality microphone used to record the sounds, and the Kinect RGBD camera for ground truth. Data was collected simultaneously from the three sensors using a single graphical user interface (GUI) written in Matlab®. Ten subjects (eight males and two females) performed five trials of seven different actions: (1) walking slowly (3 km/h), (2) walking fast (6 km/h), (3) running slowly (9 km/h), (4) running fast (12 km/h), (5) clapping hands, (6) calling “help me” while moving their arms up in the air and (7) calling “come here” while beckoning with their right arm. The total number of action trials was therefore 350, i.e. 50 for each action class. Each trial recording lasted approximately 10 s; it started after the subject had already begun performing the action and stopped before the subject had finished, so that the whole 10 s contained information related to the action. An example of a
signature spectrogram of the micro-Doppler sonar and the microphone signals for the “clapping” action is shown in Fig. 3.

3. Results

3.1. Classification performance and multimodal integration

Figure 4 shows the classification performance of the ConvNets for micro-Doppler and auditory data separately, as well as their combined performance after integration. Results are shown as an average over all classes and for three individual classes: “clapping”, “come here” and “fast running”. The error bars indicate the standard deviation over the 50 repetitions using different random subsets of subjects for training and testing. Results are averaged over all classes and plotted as a function of the temporal integration window, $n_{\text{win}}$, where a window of 1 time step corresponds to approximately 2.57 s of input signal and a window of 13 time steps corresponds to approximately 7.25 s of input signal.

The average classification accuracy for micro-Doppler data ranges between 83.4% ($n_{\text{win}} = 1$) and 91.6% ($n_{\text{win}} = 13$); for auditory data between 88.2% ($n_{\text{win}} = 1$) and 92.2% ($n_{\text{win}} = 13$); and for multimodal integration between 95.3% ($n_{\text{win}} = 1$) and 97.6% ($n_{\text{win}} = 13$). With respect to individual classes, assuming $n_{\text{win}} = 13$, the classification accuracy for micro-Doppler data is lowest for the “come here” condition (83.0%) and highest for the “fast run” condition (97.4%); for auditory data the lowest accuracy is also for the “come here” condition (78.2%) and the highest for the “slow walk” (97.1%).

![Classification results for the ConvNet models of ultrasonic and auditory processing, as well as for multimodal integration. Results are shown for the overall average over classes and for three individual classes. The error bars indicate the standard deviation over the 50 repetitions using different random subsets of subjects for training and testing. The first top layer time step represents 2.57 s of data and each additional time step adds 0.39 s of new data, such that 13 time steps represent 7.25 s.](image-url)
condition. The multimodal integration results, for $n_{\text{win}} = 13$, show an accuracy above 90% for all conditions, reaching almost perfect categorization for the “fast run” (99.1%), “fast walk” (99.3%) and “slow walk” (100.0%) conditions. Interestingly the “come here” condition is improved substantially by multimodal integration even though the component modalities are rather poor in this case. Furthermore, the results when integrating modalities are always greater than those for each of the individual modalities; i.e. the combination always improves the individual modality performance.

3.2. Comparison with classification performance of a Gaussian mixture model

For comparison purposes, the same set of data was processed using a standard auditory classification method: computing a set of features based on the Mel-frequency cepstral coefficients (MFCC) of the signal, building a Gaussian Mixture Model for each class and using a Bayesian classifier. The parameters of the model were based on those from previous studies$^{13,38,39}$ but were optimized for this dataset, by tuning them independently for each modality. The frequency range of the MFCC was set to 1.5–3.5 kHz (ultrasonic) and 0–15 kHz (auditory), and the number of filters in the MFCC filterbank was set to 128 filters (ultrasonic) and 512 filters (auditory). The remaining parameters, i.e. number of dimensions in the MFCC feature vector (20, 40, 80 or 120), number of frames per 10-s file (10, 20 or 30) and the number of mixtures in the GMM (5, 10 or 20) were also tuned independently for each modality but resulted in the same optimum values for both, i.e. 80, 20 and 10, respectively.

The 80-dimensional feature vector was composed of the first 40 MFCC and the 40 first-order differential MFCC, in order to include temporal information. Consistent with previous studies,$^{13}$ reducing the number of dimensions to 20 or 40 reduced the performance, but increasing it to 120, did not show significant improvements. The feature vector was computed for each frame of the signal, where each 10-s file had 20 frames, similar to the Layer 5 output of the ConvNet. The parameters of the Gaussian mixture models were initialized using the k-means clustering algorithm (with initial clusters from centroids and variances of random partitions of the dataset) and learned using the expectation-maximization (EM) algorithm. A simple Bayesian classifier was used to compute the probability that the input frames from the test dataset belonged to each of the seven classes. The training and testing datasets and the random subsets of subjects were kept the same as for the ConvNet experiments. The classification results are summarized in Table 2.

3.3. Model robustness

To study the robustness of the model to variations in parameters we computed the classification accuracy, with $n_{\text{win}} = 1$, for different values of these parameters. The analysis was performed only on the micro-Doppler data as this was the most challenging modality and, thus, the ConvNets parameters were mainly tuned to optimize its performance. The results reflect the average accuracy over 10 repetitions of random subsets of subjects, 50% for training and 50% testing. The number of repetitions was 10 instead of 50 in order to reduce the simulation time required to test the 16 different parameters analyzed. These parameters were: temporal and frequency pooling size of Layers 1, 3 and 5; temporal and frequency step size of Layers 1, 3 and 5; filter size (time and frequency) of Layers 2 and 4; and the number of filters in Layers 2 and 4. Figure 5 shows 2D contour plots of the categorization accuracy as a function of eight of these parameters. The range of values for each parameter was selected in order to provide a reasonable model output based on preliminary results. Thus, the X- and Y-axes do not necessarily have a linear scale. The scale bar of each graph indicates the minimum and maximum correct classification percentage, which measures the model’s robustness to variations of those parameters.

Out of the 16 parameters analyzed, 14 exhibit a maximum classification accuracy variation of 10–15% (typically between 70% and 80%), for the range of values tested. The two exceptions are the Layer 3

### Table 2. Classification performance of GMM versus ConvNet.

<table>
<thead>
<tr>
<th></th>
<th>Micro-Doppler</th>
<th>Auditory</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC + GMM</td>
<td>68.9 ± 2.9</td>
<td>86.0 ± 1.8</td>
</tr>
<tr>
<td>IFR + ConvNet</td>
<td>83.4 ± 3.1</td>
<td>88.2 ± 3.1</td>
</tr>
</tbody>
</table>
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frequency step size, \( s_1 \), reaching an accuracy below 20\% for values above 4; and the Layer 3 step size, \( s_2 \), reaching an accuracy below 60\% for values above 6.

4. Discussion

4.1. Comparison with existing auditory models based on ConvNets

Despite the recent resurgence and success of ConvNets for object recognition, only a few studies have applied this methodology to the auditory domain. Here we analyze four of these models by comparing their input, architecture parameters and learning methods as shown in Table 3. The model proposed here can be applied to the classification of any sound, whereas previous models have focused on speech detection\(^27\) or music classification\(^28-30\). All models employ some kind of spectro-temporal representation of the sound signal, applied over frames of a fixed length and typically with some overlap.

With respect to architecture, previous models have either two\(^27-29\) or three\(^30\) feature convolution layers, and only one of them\(^30\) has separate pooling/subsampling layers. The rest\(^27-29\) include a temporal subsampling step within the feature convolution layer. This means more information is lost in the temporal dimension as compared to models, such as the one proposed here, which by averaging over neighboring units before subsampling, preserve some of the contextual information. Additionally, we also
Music classification

Music classification

Music classification

Speech detection

Music classification

Music classification

Music classification

Table 3. Comparison of existing auditory models based on ConvNets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Input</th>
<th>Architecture parameters</th>
<th>Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech detection</td>
<td>20 features (log SNR of mel-frequency bands) per 16 ms-frame</td>
<td>25, $F^{20,1} \rightarrow 25, F^{1,3} \rightarrow$ classifier</td>
<td>Stochastic gradient descent</td>
</tr>
<tr>
<td>Music classification</td>
<td>13 features (MFCCs) per 190 frames of 27 ms (50% overlap)</td>
<td>3, $F^{10,1 \rightarrow 15}, F^{1,4} \rightarrow 65, F^{1,4} \rightarrow$ classifier</td>
<td>Stochastic gradient descent</td>
</tr>
<tr>
<td>Music classification</td>
<td>96 features (constant-Q transform) per 46 ms-frame (50% overlap)</td>
<td>$Nc \rightarrow 512, F^{56,1} \text{ frame or } 4 \times 128, F^{24,1} \text{ octave } \rightarrow$ SVM</td>
<td>Predictive sparse decomposition</td>
</tr>
<tr>
<td>Music classification</td>
<td>2 parallel streams: 12 chroma features (pitch) and 12 timbre features per beat</td>
<td>$2 \times 16 \times 22,8 \text{ beats } \rightarrow p^{1,4} \text{ beats } \rightarrow 108, F^{20,8} \text{ bars } \rightarrow p^{2,4} \text{ bars } \rightarrow$ logistic regression</td>
<td>Unsupervised feature learning with CDBN and Stochastic Gradient Descent</td>
</tr>
</tbody>
</table>

average pool and subsample the frequency domain in order to increase invariance to transformations and distortions in that domain.

Previous learning algorithms include unsupervised methods that learn features useful for classification, such as Predictive Sparse Decomposition or Contrastive Divergence using an equivalent Convolutional Deep Belief Network (CDBN), and supervised methods, such as Stochastic Gradient Descent, that learn to associate the top layer output to the different classes and refine the intermediate layer features. In this paper, we employ $k$-means clustering to learn the intermediate layer features in an unsupervised manner, and use supervised learning to train a linear SVM that can assign the Layer 5 output to different classes.

Regarding ultrasonic processing, this is the first model, to the best of our knowledge, that applies ConvNets to the classification of micro-Doppler signatures obtained using an ultrasonic device.

4.2. Classification performance and multimodal integration

The classification accuracy of the ConvNet models increases with the size of the cumulative probability window. For the ultrasonic data it ranges from 84% to 91%; for the auditory data, from 88% to 94%; and for multimodal integration, from 95% to 98%. This outperforms previous models on the same\textsuperscript{14,15} and similar\textsuperscript{21,46} ultrasonic data, and constitutes a novel benchmark for auditory and multimodal data.

Our results were compared to those obtained using MFCC features and a GMM, a methodology that has been proven to be effective for sound-based speaker identification\textsuperscript{38} and walker identification\textsuperscript{13,39} from micro-Doppler signatures. The classification performance was significantly lower for the ultrasonic data (67%) and slightly lower for the auditory data (80%) as compared to the ConvNet model. In both cases the same training and testing data subsets were employed and the 10-s files were segmented into the same number of frames or events before the classification stage. This suggests the hierarchical structure of the ConvNet might have advantages over the GMM in coping with the variability and generalizing to the new data.

Multimodal integration improves the results for all of the classes suggesting that the information contained in the ultrasonic and auditory modalities complement each other. For example, for the classes with a great variability in the sounds, i.e. the “come here” and “help me” classes, the ultrasonic data provides strong cues that compensate for the decreased performance of the auditory model. Similarly, for classes such as “slow walking” where the ultrasonic performance is not so high, the auditory model can recognize the clear step sounds to compensate for this and achieve an overall high multimodal performance.

It is possible that the high classification results are partly due to the regularity in the step sounds and movements of the conditions that were
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performed using the fixed speeds of the treadmill. However, this does not seem to be the main contributing factor given that for the “clapping” condition the rate and intervals of the claps was highly heterogeneous amongst subjects and the classification performance is still very high.

Interestingly, the model copes well with actions with short periodic cycles, such as “fast running”, and those with longer periodic cycles, such as “help me”. The hierarchical nature of the model implies that features learned at different layers will have different time scales. This suggests that for composite actions like the ultrasonic signature of “slow walking”, lower level features may encode short components of the action, e.g. the forward movement of the right leg, whereas the higher level features may encode longer periods of the action, such as a complete walking cycle. Similar composite actions in the auditory domain include the “come here” and “help me” classes, which can be hierarchically organized into phonemes and words, for example. Notably, the ConvNet is also able to categorize actions with very short cycles, such as “clapping” or the walking and running conditions in the auditory domain, suggesting that the higher level features can also be composed of several periodic cycles of the same action.

The model results have been averaged over 50 different trials with randomized subject subsets for cross-validation. This prevents the model from being overfitted to the data and means the model is able to generalize to new subjects. The error bars also indicate that there is a high variability across trials, especially for the “come here” and “help me” conditions. This is consistent with the experimental design, given that during these two conditions the subjects were free to decide the frequency and duration of the gestures performed and the accompanying utterances. Part of the variability is also due to initialization of k-means clusters. By running 30 trials with the same subject subset the average standard deviation due to k-means initialization was estimated to be 1.2% for the ultrasonic modality and 3.3% for the auditory modality.

For the combination of probability distributions over time and the integration of both modalities it is possible to use different methods as proposed here. For example, we tested the method of averaging the probability distributions, which yielded only slightly worse classification results than our joint probability distribution method: an average of 0.1% less for the combination of probability distributions over time and 0.9% less for multimodal integration.

4.3. Robustness

The results in Fig. 5 provide an indication of the robustness of the model to variations in the networks parameters. However, these are not intended to provide an exhaustive robustness analysis, as they are limited in a number of ways. First, the analysis was only performed for the ultrasonic model and not for the auditory model or the multimodal integration. Second, the results only take into account a single top layer time step, whereas the classification performance after integrating several time steps is likely to yield improved robustness patterns. Finally, the parameter space was analyzed by varying the values of two parameters at a time, while keeping the rest of parameters fixed.

Despite these constraints, the results suggest that the model is robust to moderate variations of most of the architecture parameters (pooling size, step size and number of features). Two exceptions are the temporal and frequency step sizes in Layer 3 (sub-sampling), where higher values drastically reduce the model performance. This is reasonable given that increasing the sub-sampling step is directly proportional to the amount of information lost, such that doubling the step size means losing 50% of the information. This can represent a considerable loss given that the input to the model has already been significantly subsampled in the frequency domain by the IFR spectrogram computation and in the temporal domain by the Layer 1 operations.

4.4. Future work

Future lines of research are intended to explore the applicability of the sensor to real-life scenarios. In this sense, experiments will be developed to evaluate aspects such as the distance limits of the system, especially in outdoor conditions, and the effects on accuracy of the angle of incidence between the ultrasonic module and the target object. One key aspect here is the potential active control of the micro-Doppler sonar for interrogating the scene: unlike audio which comes from all directions without control, the sonar device can be activated intermittently and directed towards the desired targets.
Another interesting extension would be the implementation of the whole model on a FPGA, in order to obtain a compact and fast system that can be run in real time. Recent encouraging studies demonstrate the feasibility of running ConvNets on FPGAs and the excellent performance that can be achieved. Although this approach has been typically limited to vision systems, preliminary results from work still in progress shows the successful implementation on FPGA of the proposed ConvNet for ultrasonic and auditory action classification.

5. Conclusion
In this paper, we present a novel system that integrates a micro-Doppler sonar system, a data collection experiment and a ConvNet model that processes micro-Doppler and auditory data for human action and behavior classification. The biologically-inspired ConvNets model can use the micro-Doppler data for classification of human actions with high efficiency and can be coupled with a parallel ConvNet architecture for passive sound recognition to further improve its performance. The model shows robustness to parameter variations and runs in real time, as demonstrated by the demo already implemented. This is partly thanks to homogeneity of the network (weight sharing), which also enhances the generalization capacity of the model, even with limited training data. These properties make the system suitable for a wide range of applications in the context of security, surveillance and human behavior monitoring.

The main novelties of the proposed integrated system are, first, performing action classification using micro-Doppler sonar signals derived from a custom made compact hardware system of low power consumption and cost. Second, the use of ConvNets to process micro-Doppler ultrasonic data based on an efficient computational implementation that can be run in real time. And third, the probabilistic integration of two complementary sources of acoustic information, ultrasonic and auditory, that significantly improves the system’s performance.
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