Abstract. Skills and competence requirements in the IT and media sector are changing dynamically at a high rate. This makes the "manual" adjustment of domain ontologies for this area hardly feasible, so that there is a need for automatic or semi-automatic techniques to update such knowledge bases. Several data mining techniques have been applied to different collections of job offers from this field to test and exemplify the feasibility of this approach. The results are encouraging and will be used to support decisions in professional development.
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1. Introduction: Competence Ontologies

While there is a common agreement on the importance of competences, especially for education and human resources [1][2], there is a notable divergence with respect to a general definition. Erpenbeck and von Rosenstiel define competences as dispositions for self organized acting [3]. Definitions in the domain of human resources (like [1] or [2]) highlight the relevance of competences for the professional performance of individuals in business contexts and that they are measurable or at least observable.

In our approach, we focus on the use of "competence assignments" (either by oneself or by third parties), typically in response to "competence requirements" as they are formulated in job offers. Here, we simply consider competences as the central terms describing the abilities and skills potential applicants should possess. Thus no assumptions about the operationalisation or measurability of competences are needed. However, we assume that the terminology used is governed by semantic relationships to be captured in an ontology.

Ontologies are an important component in knowledge management and organization as well as in information retrieval. Ontologies aim at providing a shared and common understanding (cf. [4]) of a domain, which can be exchanged between people and heterogeneous application systems [5]. In this sense, ontologies support the externalisation of knowledge for knowledge management purposes. In the educational field, ontologies of theories and methods have been developed and applied to educational design [6].

Domain ontologies are normally built either from scratch or by composition from existing ontologies [5]. The process of ontology development from scratch can be compared with models from software engineering distinguishing phases of knowledge acquisition, conceptualization and formalization [5].
But there are some drawbacks in current ontology engineering practices, especially with respect to dealing with conceptual dynamics [7]. The domain of professional competences for jobs in the IT sector is inherently dynamic in that new competences arise and become important while others become irrelevant in a relatively short time span. Creating or updating an existing ontology needs time; release cycles for ontologies are typically six to twelve months at best [7]. Thus ontologies in domains of high conceptual dynamics tend to become obsolete because they cannot cope with novel concepts, which are often even the most interesting ones. Other problems are the (economic) costs of creating ontologies and their perspicuity for the end user.

While there are some approaches for including the end user into a collaborative ontology creation process [8][9], other approaches try to extract knowledge from artefacts of virtual communities automatically by data mining and information retrieval techniques [10]. The European TENComptence project proposes a data fusion approach with similar goals [11]. Automatic generation and maintenance of ontologies may help to overcome the problems of conceptual dynamics and thus lower the cost. Following this approach, we describe first results from the ongoing German project KoPIWA on competence development in open innovation networks in the IT and media sector, which is funded by the BMBF (01FM07067-72).

2. Automatic Construction/Extraction of Competence Ontologies

Job offers reflect the requirements of specific job profiles and thus are adequate for analyzing the required competences and professional qualifications. Furthermore job offers and applications contain a certain vocabulary for describing competences which is shared by human resources and job applicants. Online job portals like Monster\(^1\), StepStone\(^2\) or JobScout24\(^3\) provide a rich amount of digitally available job offers, which may be used as corpus for extracting important competences and their relationships.

We have tested the applicability of certain data mining and information retrieval techniques for automatic knowledge extraction from job offers. These experiments are described in more detail in sections 2.2-2.3. The data set for 2.1 was taken from the job portal of the German Association of Digital Economy (BVDW), whereas 2.2 and 2.3 are based on around 3000 German job offers of the IT sector harvested from the job portal Monster. For the application of the data mining techniques the open source tool Rapid Miner [12] was used.

2.1. The relevance of domain-specific vs. general competences

Current research on competences for the IT and media sector is centered on general competences and social skills [13][14]. Usually, domain-specific skills are not elaborated in adequate detail [15], although technical and methodical skills are very important for recruitment and training purposes in the IT and media sector. Using a data mining approach, here esp. a decision tree, we have been able to demonstrate that the role domain specific skills and competence is by far more important to identify the

---

\(^1\) http://www.monster.de
\(^2\) http://www.stepstone.de
\(^3\) http://www.jobscout24.de
specificities of a job profile than general competences. This should have an impact on strategic decisions for IT recruiting.

This first result was achieved by an analysis of a set of 152 electronic job offers from the job portal of the BVDW. For detecting the discriminatory terms of the job offer classification, a decision tree based on the ID3 algorithm [16] was created. The decision tree contains seven professional, two non-professional competences and no certified qualifications. The professional competences have a higher position in the tree, which indicates their importance as discriminatory aspects of job profiles.

![ID3-Tree of discriminatory terms for the job groups Admin, Creation, IT and Marketing.](image)

2.2. Identification of profiles by clustering

Clustering techniques are used in data mining to decompose example sets into clusters of similar examples. Clustering of job offers has proved the existence of clusters of similar jobs in the corpus of job offers and provided an insight into the competences discriminating the clusters. We have clustered several samples of the example set containing 200 job offers each with the clustering algorithms k-Means [17], k-Medoids and FarthestFirst [18] using different parameters and resulting in 310 clusters. While the first order clusterings showed promising results, we tried to improve the robustness and quality by clustering the clusters [19],[20]. For that purpose the centroids of the clusters were calculated as the average tf/idf values of the clusters and used as input for an additional clustering with the X-Means algorithm, which generally detects the best number of clusters in a given interval [21]. The tf/idf value is a measure for the importance of a term in document [17]. The 10 most important competences of the resulting clustering are displayed in table 1.
Cluster 0 concentrates competences for IT management and consulting, cluster 1 competences for commerce and support, cluster 2 for SAP consulting and cluster 3 for software engineering and development. The clustering results show, that it is possible to automatically create meaningful job clusters based on job offers.

<table>
<thead>
<tr>
<th>Cluster 0</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT,</td>
<td>Merchant,</td>
<td>SAP</td>
<td>Development,</td>
</tr>
<tr>
<td>Management,</td>
<td>IT,</td>
<td>SD</td>
<td>Java,</td>
</tr>
<tr>
<td>Security,</td>
<td>Service,</td>
<td>Logistic,</td>
<td>Software,</td>
</tr>
<tr>
<td>Consultant,</td>
<td>Support,</td>
<td>Consulting,</td>
<td>Software,</td>
</tr>
<tr>
<td>Business,</td>
<td>Administration,</td>
<td>Management,</td>
<td>Development,</td>
</tr>
<tr>
<td>Project,</td>
<td>Ability to work,</td>
<td>International,</td>
<td>Engineering,</td>
</tr>
<tr>
<td>Field of Activity,</td>
<td>under pressure,</td>
<td>Project,</td>
<td>Business,</td>
</tr>
<tr>
<td>Service,</td>
<td>Completed</td>
<td>System,</td>
<td>Reporting,</td>
</tr>
<tr>
<td>Customer,</td>
<td>Vocational</td>
<td>BW,</td>
<td>IT,</td>
</tr>
<tr>
<td>Process</td>
<td>Training,</td>
<td>Merchant</td>
<td>Technology,</td>
</tr>
<tr>
<td></td>
<td>Office,</td>
<td></td>
<td>Management</td>
</tr>
<tr>
<td></td>
<td>Personnel Service,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Installation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results from the clustering of clusters.

2.3. Detection of relations among competences using association rules and latent semantic indexing

The joint use of competences in different job offers indicates relationships between competences, which can be detected by association rule methods like the Apriori algorithm. The Apriori algorithm searches for prevalent term co-occurrences and deduces association rules meeting a given threshold for support and confidence [17]. The application of Apriori resulted in strong relationships between two groups of terms: The first consists of "merchant", "personnel service" and "accountancy" and the second one of "SAP BW", "BI", "Business Intelligence", "Netweaver" and "academic studies". These relationships seem quite plausible.

Another result of analyses and knowledge extraction process is the support of human resources management by reflection and recommendation mechanisms. When we applied the Tertius algorithm [22] to detect negative dependencies we found e.g.:  
- engineering = true ⇒ merchant = false  
- merchant = true ⇒ creative = false  
- enthusiasm=true ⇒ creative = false

Remarkable rules are those ones, which cannot be explained easily, like the third rule. They hint at missing patterns in the heads of the one, who create the job offers.

But not only are the "apparent" relationships of competences of interest, but also the ones veiled by lexical ambiguities (synonymy, polysemy). These latent relationships can be identified by latent semantic indexing (LSI) [23]. This method uses singular-value decomposition to arrange the semantic space in a way which highlights important patterns and neglects nonrelevant ones. LSI was used to create relationships between competences, job offers among themselves and between competences and job offers. Figure 2 shows an extraction of competence relationships generated with LSI.
3. Prospect: Support for individual professional development

Based on empirically rooted competence ontologies, we have developed a cost/benefit model, in which these are used to support the planning of professional competence development (cf. [24]). Figure 3 shows a sketch of this development model. From top left to bottom right, the model consists of the market level (1), the competence level (2) and the social network level (3).

On the market level skills are extracted from job offers. They are weighted based on the number of occurrences per time slice, i.e. if these skills are mentioned in more recent job offers their weight is higher. On the competence level the skill nodes from the market level are combined and set into relation with each other and the deeper level competences. The numbers on the relations represent the estimated effort that needs to be spent to acquire a competence, if the competence on the starting point of the arrow has already been learned. The social network level includes the competence nodes as well. Arrows from the competences to the actor mean that this actor likes to acquire this particular competence. Links from the actor to the competence means that this specific actor has learned this competence. Links between actors shows who thinks that one is attracted by the other. Attraction in this context means that they either know each other or that one actor takes interest in the other.

The social network level takes into account that professionals are part of a social network that represents a part of their social capital. Thus changes caused by decisions for new learning and career opportunities. This may happen e.g. if the professionals try to orientate themselves towards new technologies which are not part of the portfolio of their current employer or more general of the team they are currently working in.

The competence level is based on an ontology of competences, which is partly built and updated by the methods described section 2 and partly engineered by domain experts. Apart from describing the competences in the specific domain, the ontology can be used to provide insight into relationships between particular competences. We are especially interested in providing links between competences representing the
estimated effort to acquire the specific competence if the individual already possesses one or more of the competences that are linked to it. Another important aspect to be modeled by the ontology is the explicit differentiation between surface level competences (e.g. skills) and deep level “generic” competences.

From our analysis of job offers in the IT domain, we can tell that most offers target surface level competences that can immediately be applied to present tasks and the currently used tools. Unfortunately these competences do not address the deeper understanding of a domain which may allow the individual to keep track with future changes. Thus surface level competences tend to become obsolete quickly, whereas deep level competences may be of long term value, because they enable the individuals to transfer their knowledge to new problems and tasks. Furthermore we assume that deep level competences allow the individual to learn a corresponding bundle of surface level competences, because of the knowledge about the underlying concepts.

Having modeled relevant job profiles in the ontology (as shown in 2.2) enables the support system to assist the professionals in their career planning. Together with modeled relationships between the competences, a path from the professional’s current profile to the targeted position can be inferred and suggested (see Figure 4). Since there will usually be more than one path from the current set of competences to the targeted set of competences, the other two levels of the comprehensive model are considered while recommending a certain path. The market level increases or decreases the importance of particular surface skills. This is important to stay employable. The social network level increases or decreases the importance of the competences that are held or expected by the network buddies (either peers or organisations) of the individual IT worker. In the end the support system will present a set of to-be-acquired competences based on an overall ranking value derived from the learning effort needed, the gain or loss of social capital and the market demands.
As the model is based on data that is frequently updated like the market demand, the evolving ontology and the changes in the social network it is capable of capturing the dynamics of the specific branch of trade. A small scale study showed that the proposed model is applicable to real cases [25]. If it is used and maintained over a longer period of time it is also possible to capture the dynamics of the personal profile. This may lead to an even better decision support, because the zone of proximal development [26] can be determined more accurately.

4. Summary

Techniques from data mining and information retrieval appear to be a promising approach for automatic knowledge extraction about competences and their relationships from job offers. We could detect clusters of similar job profiles as well as weighted relationships between competences. Furthermore, we proved the importance of specific professional competences in comparison with general and social competences. Negative rules on competences which cannot be explained easily could be a stimulus for human resources creating these job offers.

Concerning the automation of the extraction of competence ontologies, there are still some drawbacks: Although the job offers where broken down into tf/idf weighted terms automatically and filtered using stopword lists and an online dictionary, the list of considered competences had still to be filtered manually to exclude terms that could not be considered as competences. Furthermore not all relations detected automatically were reasonable. So, to create a reliable ontology, domain experts are still needed for validation purposes.

On the basis of this knowledge extraction approach, a model for supporting individual professional development considering the dynamics of the market and the individual career intentions has been formulated and will be further applied and tested in an ongoing academic-industry cooperation project.
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