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Abstract—In modern age portable handheld devices are 
changing the norms of traditional communication structure by 
introducing mobility and dynamism. In general when a mobile 
client wants services from a database server, the client has to 
continuously report its location to the server. With 
untrustworthy servers, location-based services (LBS) may pose 
a major privacy threat on its users. In this paper, we propose 
an efficient architecture to tackle this privacy threat. In the 
proposed architecture a client’s location and messages are 
hidden from the database server as well as other clients in the 
network. In this paper, we define the location privacy 
preservation protocol and analysis the protocol in different 
threat situations.  

 

Keywords-LBS, Privacy Preserve, Chord, Peer-to-peer 
network. 

1.   INTRODUCTION 
We increase the usage of various computer devices and 

network services at our homes or in our offices to facilitate 
our daily tasks. Handheld and wearable computers are 
becoming more powerful and practical. As an example we 
provide the following scenario: David is a physician who 
volunteers to help patients at a shopping mall in case of 
emergencies. He carries a handheld device with a cell phone 
(3G), Bluetooth and IEEE 802.11b built-in. Berry (a patient) 
is over 70 and has heart disease. Assume David and Berry 
are at the same shopping mall on a Saturday, when Berry has 
a heart attack. He pushes one button on his handheld. As a 
result, his handheld dials 911 to contact emergency rescue 
services. In addition, the handheld signals Mobile 
911(M911) - which is a request to find help for those in the 
immediate vicinity. Via the M911 signal, David is notified of 
this emergency and Berry’s position. David follows the 
directions on a map shown on his PDA, while listening to 
Berry’s medical history as he moves towards Berry. David 
finds Berry and offers some assistance before the ambulance 
arrives. In our scenario many people (physicians and 
patients) are at shopping malls and they come and go. How 
are security and privacy provided? The explosive 
deployment of location-detection devices pose a new 
information access paradigm, known as location-based 
services (LBS). On the other hand in LBS, mobile users have 
the ability to issue queries to the location-based database 
servers to retrieve location-dependent information. To obtain 

the correct answers of these location-dependent queries, a 
mobile user has to give his exact location information to the 
database server [3,4]. With untrustworthy servers, 
adversaries may extract sensitive information about specific 
individuals based on the knowledge of their locations [5, 6]. 
In this paper, we present an architecture where a client can 
invoke a location-based service without revealing his 
location to malicious nodes in the network. 

2. PROPOSED MODEL 
In this section, first we describe our proposed 

architecture. Next we show overall protocol and analyze the 
model.  

2.1 THE NEW ARCHITECTURE 
Suppose a client wants service from the location based 

database server where client is a peer. We use Chord [1] as 
the mediator between client and LBS server. Chord provides 
efficient lookup service for mediating and matching clients 
with registered servers and provides an anonymised platform 
for information exchange. 

Both clients and servers will register to the Chord ring, 
which will provide lookup service and forward a message 
only to a registered ID. The Chord will provide two APIs as 
follows: 

(i) register(key, ip:port) : will store the (key,ip:port) pair 
to the node responsible for the key in the Chord ring. 

(ii) forward(key, msg) : will forward the message (msg) 
to the node in Chord ring responsible for the key. The target 
node on Chord ring will then forward msg to the ip: port, 
which has been previously registered against the key. 

Servers registered to the Chord ring using the API 
register(h(s-url), ip:port), will receive all location queries 
again key=h(s-url). Here, url is the URL for the server.  On 
the other hand, Clients will register to Chord ring using the 
same API register (hid, ip:port) for receiving responses from 
a the server. Here, hid is the hash of a temporary random ID 
chosen by the client. The value of hid can be changed 
between consecutive requests from the same client. 

To obtain response for a location dependent query, a 
client first submits his request to a Chord peer, say A, using 
the message forward(h(s-url), msg). Peer A then use the 
Chord routing protocol to locate the peer, say C, responsible 
for the key h(s-url). Since peer C is responsible for the key 
h(s-url), the register(h(s-url), ip:port) should also be stored 
in that peer.  Thus peer C forwards the message msg to the 
server. Then server processes msg and sends the result back 
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to the client in a similar fashion, using the same forward 
API, which will be explained in the next section. This 
communication architecture has been depicted in Fig. 1. 
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Fig. 1: Communication via Chord 

2.2  PROTOCOL DETAILS 
The followings show the related parameters for our model:  

P = the Public key of the server 

p = the Private key of the server 

m= the query message containing location query 

r = the response generated by the server 

hid = Client register with this ID to Chord ring  
Sk = Symmetric key chosen by client 

Cip:port = client’s address on the network 

Sip:port = server’s address on the network 

Now we explain the process followed by a client to retrieve 

a location based service or some location-based information 

from a know server, at location s-url, without compromising 

its current location information. To anonymously access the 

service the client has to know a peer, say A, in the Chord 

ring.  The client first registers itself to the Chord ring using 

a randomly chosen ID, say hid. The client will send the 

following message to peer A.  

RC = register (hid, Cip:port) 

hid is a key on the Chord ring and the <hid,Cip:port> pair will 

be registered to peer, say B,  on the Chord responsible for 

hid. Next, the client will send the QReq message to the server 

via peer A using the following message. 

QReq = forward(h(s-url), P(m, Sk, hid)) 

The client’s actual message m will be encrypted by the 

public key P of the server along with a symmetric key Sk 

and the client’s registered key hid. Since h(s-url) has been 

previously registered by the server, the encrypted message 

will be forwarded to the desired server by the Chord 

protocol. 

Upon receiving the message the server will decrypt the 

message as follows and obtain the query message m, 

symmetric encryption key Sk and return key hid.  

p(P(m, Sk, hid)) = m, Sk, hid  

This query forwarding process has been illustrated in Fig. 2.  
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Figure.2: Client communicates with server 
 
  

 

Upon receiving the message m the server will produce an 

appropriate response r, will encrypt it using the symmetric 

key Sk and send Sk(r) back to the client using peer C by the 

following message. 

QRes = forward(hid,  Sk(r)) 
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Figure.3: Server response to client 

 

Since peer B is responsible for hid , the message will be 

forwarded to peer B and it will finally forward the message 

to the client. Upon receiving the message the client will 

decrypt it with Sk and obtain the response from server as 

follows: 

Sk(Sk(r)) = r 

The response mechanism from server to client has been 

depicted in Fig. 3. 

3. THREAT ANALYSIS 
Client’s identity and location specific query can be 

compromised in the following five different cases on the 

Network: 

• Case 1: the peer (peer A in Fig. 4) on the Chord 

ring to which the client attaches. 

• Case 2: intermediate peers on the Chord ring that 

will be forwarding the query. 

• Case 3: the peer (peer C in Fig. 4) on the Chord 

ring to which the server attaches. 

• Case 4: other clients in the system registering to the 

return peer B. 

• Case 5: other servers in the system registered with 

peer C. 
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      Fig. 4: Possible Locations of Threat 
 

Theorem-1: Client’s query string will be hidden from all 

other clients (case 4), all nodes on Chord ring (cases 1, 2 

and 3) and all un-trusted servers (case 5). 

Proof: The client encrypts its message m using the Public 

key P of the server. Hence, the private key p of the server 

will be required for decrypting the message and no entity 

other than the server will be able to know the actual query 

string of the client.  

Theorem-2: Client’s identity and current location remain 

hidden from the server. 

Proof: After decrypting the message sent by the client the 

server will obtain exactly three pieces of information: (a) m: 

the query message (b) Sk: a randomly chosen symmetric 

encryption key (c) hid: a dynamically chosen Chord ring key 

by the client. The query message will contain a location 

specific query from which the server may know the location 

of the client but it is not possible for the server to know the 

identity of the client from Sk and hid since both are chosen 

dynamically and randomly by the client, and there exists no 

permanent association between the client and these two 

quantities.  In the query message m sever ill the client 

encrypts its message m using string of the client. However, 

both the server and peer B are compromised then the 

location of the ip:port of the client may become visible to 

the server.  
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Theorem-3: Server’s response, r, will remain hidden from 

other clients (case 4) and all nodes on the Chord ring (cases 

1, 2 and 3). 

Proof: The server will transmit its response, r, only after 

encrypting it using the symmetric, Sk, specified by the 

client. Hence, any other entity on the network will require 

Sk to decrypt the message and the response will remain 

secured from the intermediate nodes on the Chord ring. 

Moreover, if another client registers with the same hid then 

it will receive the response from peer B, but will not be able 

to decrypt the message since it has know knowledge about 

the symmetric, Sk, used for encrypting the message. Hence 

the response from the server will remain hidden from all 

other clients and all nodes on the Chord ring.  

    

From the above analysis, we can summarize that (a) the 

query string will be hidden from other entities on the 

network, (b) the client’s identity will not be visible to the 

server providing the LBS and (c) the server’s response will 

be hidden from all other entities except for the client 

initiating the query. The system should be successfully able 

to resist any single entity attack.  

4. RELATED WORKS 
Peer searching problem has been well investigated by the 

research community. The mobile user searches the network 

for other (k-1) or more peers either via single hop or multi-

hop communication. For example, some algorithms have 

proposed to group neighboring peers based on different 

criteria, e.g., lowest-ID [7], largest connectivity (degree) [8] 

and mobility-based clustering algorithms [9]. When a 

mobile user adopting one of these group formation 

algorithms has strict privacy requirement, i.e., the value of k 

- 1 is larger than the number of neighboring peers, she has to 

suspend her request or relax her privacy requirement. Other 

algorithms can support multi-hop communication, but they 

are designed for grouping stable mobile clients together to 

facilitate efficient data replica allocation, e.g., dynamic 

connectivity based group algorithm [10] and mobility-based 

clustering algorithm, called DRAM [11]. Since all these 

group formation algorithms are not designed for P2P 

privacy-preserving in mobile environments. It is consuming 

bandwidth also. But in our model has no problems compare 

to peer searching. 

Movement uncertainty and location switching problem   has 

been addressed by a number of research works. If the 

mobile client does not adjust their location, the final cloaked 

spatial region [2] may not cover all the k-1 peers, or even no 

peer in the worst case. Thus, the adversaries can infer the 

location of the querying mobile client with higher 

confidence. I.e. if mobile client frequently changes location 

it creates problem but in our model this is not create any 

problem. 

To prevent the adversary from locating the querying mobile 

client by using cellular positioning techniques, a mobile 

user belonging to the group is randomly selected as an agent 

to communicate with the location-based database server on 

behalf of the actual querying mobile user. So we have to 

select agent and answer filtering [12] but in our proposed 

model this is not required. 

5. CONCLUSION 
In this paper we have proposed a simple but effective 

mechanism to support location privacy in mobile 

environments. The proposed model is capable of resisting 

any single entity attack. Communication overhead in the 

proposed architecture is also very low, since it will require 

O(log n) for querying the system and O(log n) time to 

register a client or server to the network, which is an 

inherent property of the Chord protocol. We believe that the 

proposed model will be helpful for further research in this 

direction. 
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