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ABSTRACT
Software effort prediction is an important task within software engineering. In particular, machine learning algorithms have been widely-employed to this task, bearing in mind their capability of providing accurate predictive models for the analysis of project stakeholders. Nevertheless, none of these algorithms has become the de facto standard for metrics prediction given the particularities of different software projects. Among these intelligent strategies, decision trees and evolutionary algorithms have been continuously employed for software metrics prediction, though mostly independent from each other. A recent work has proposed evolving decision trees through an evolutionary algorithm, and applying the resulting tree in the context of software maintenance effort prediction. In this paper, we raise the search-space level of an evolutionary algorithm by proposing the evolution of a decision-tree algorithm instead of the decision tree itself — an approach known as hyper-heuristic. Our findings show that the decision-tree algorithm automatically generated by a hyper-heuristic is capable of statistically outperforming state-of-the-art top-down and evolution-based decision-tree algorithms, as well as traditional logistic regression. The ability of generating a highly-accurate comprehensible predictive model is crucial in software projects, considering that it allows the stakeholder to properly manage the team’s resources with an improved confidence in the model predictions.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous; D.2.8 [Software Engineering]: Metrics
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1. INTRODUCTION
The importance of properly estimating software metrics within software development and maintenance projects is indisputable. Software effort is probably the most important metric to be predicted, given its direct relation to the overall cost figures of the project. Correctly predicting software effort leads to a balanced allocation of resources and more realistic cost estimates. However, if effort is underestimated, the assigned team will suffer intense pressure to rapidly finalize the product, eventually leading to a product that is not fully functional or sufficiently tested. Conversely, if effort is overestimated, a large amount of resources will be committed to the project, resulting in unnecessary (and perhaps prohibitive) costs.

The need for accurate software estimates has motivated the investigation of many different strategies for providing efficient and effective predictive models. Many researchers addressed the problem by looking for strategies that could be eventually generalized for similar software projects. Specifically regarding software effort, the strategy employed in most of the cases involves the application of regression models for predicting continuous numeric values [7, 13, 27, 34, 41], though it is not unusual to see the transformation of the effort figures into a discrete variable [9].

Regardless of the type of prediction, an important aspect in software effort estimation is concerned with model comprehensibility. A comprehensible or white-box model is a predictive graphical structure that allows the stakeholder to understand the reasons that lead to a particular prediction. Examples of comprehensible models are decision rules and decision trees. Conversely, black-box models are those that process historical data and produce the prediction without specifying or giving insight on the reasons that have led to a particular prediction. Classical examples of black-box models are artificial neural networks and SVMs.

In this work, we propose the application of a comprehensible model for predicting software maintenance effort of a large software operation developed within a worldwide IT Company. The model at hand is a decision tree generated by an induction algorithm. What differs this study from other decision-tree applications in software engineering is the fact that the model is generated by an algorithm that was not manually-designed. Instead, we propose employing a decision-tree induction algorithm that has been automatically designed and tailored to the prediction of maintenance effort.

The automatic generation of machine learning algorithms is a hot topic in the area of evolutionary computation
[4, 5, 35, 36], in which a hyper-heuristic evolutionary algorithm is responsible for evolving building blocks of known algorithms until it generates a new algorithm tailored to a particular domain. We expect this automatically-designed decision-tree induction algorithm to be capable of generating a highly-accurate comprehensible decision tree with significant performance gains over other well-known comprehensible approaches. We hope the results presented here can serve as basis and guidance for building predictive models through algorithms designed by hyper-heuristics, contributing with the state of the art in the subject. We also hope the issues we have faced will be addressed in similar future projects.

This paper is organized as follows. In Section 2, we present a background with respect to evolutionary algorithms, and we review related work that employ evolutionary algorithms for improving software estimation models. Section 3 presents HEAD-DT, a hyper-heuristic evolutionary algorithm that automatically designs decision-tree induction algorithms [5]. Section 4 details the experimentation plan we have adopted for guiding our experiments, and Section 5 discusses the results of the experimental analysis, in which we compare our approach to logistic regression, and also to traditional and evolution-based decision-tree induction algorithms. We conclude the paper with some remarks on what we have achieved and also suggestions for future work.

2. BACKGROUND

Evolutionary Algorithms (EAs) are a collection of optimization techniques whose design is based on metaphors of biological processes. Freitas [22] defines EAs as “stochastic search algorithms inspired by the process of neo-Darwinian evolution”. An EA maintains a population of individuals (chromosomes – set of genes), each of them a candidate solution to a given problem. Each individual is evaluated by a fitness function, which measures the quality of its corresponding candidate solution. Individuals evolve towards better and better individuals via a selection procedure based on natural selection, i.e., survival and reproduction of the fittest, and operators based on genetics, e.g., crossover and mutation. Hence, the better the quality of an individual, the higher the probability that its “genetic material” will be passed on to future individuals [21]. There are several kinds of EAs, such as Genetic Algorithms (GAs) and Genetic Programming (GP). GA emphasizes crossover as the main exploratory search operator and consider mutation as a minor operator, typically applied with a very low probability. According to Burgers [15], “GP is an extension of GA, which removes the restriction that the chromosome representing the individual has to be a fixed-length binary string”.

Evolutionary algorithms often perform well approximating solutions to all types of problems because they ideally do not make any assumption about the underlying fitness landscape; this generality is shown by successes in fields as diverse as engineering, art, biology, economics, marketing, genetics, operations research, robotics, social sciences, physics, politics and chemistry.

2.1 Evolutionary Algorithms and Software Metrics

We have searched for papers that employ either GA or GP for improving software estimation, and verified which kinds of models are induced, as well as the predictive performance of these models and whether they are comprehensible to the potential stakeholders.

Among the relevant papers which employ GP to estimate effort (or cost), [13] and [27] proposes approaches that produce linear regression models as outputs, whilst the strategy presented in [41] employs GGGP (Grammar-Guided Genetic Programming) for deriving these expressions. Linear equations are fairly comprehensible models [13, 27], especially when they are of reduced size. Notwithstanding, the models generated for predicting effort in [13, 27] are not short of problems, since the improvement detected by the authors was heavily dependent on the metric used for evaluating the results. The GGGP-based expressions [41], on the other hand, presented significant improvement over the traditional linear and logistic regression, but at the expense of comprehensibility, since the strategy produced highly-complex models, which were hard to be understood by stakeholders.

Among the papers that employ GA in the context of software metrics, [24] and [34] make use of GA as a strategy for selecting and weighting attributes for software effort prediction. The first uses Grey Relational Analysis (GRA) as the method to be optimized by GA, and the second makes use of Ridge Regression (RR). Even though both papers report gains with their respective approaches, the authors did not seem to be concerned with the comprehensibility of the induced models. The work of Sheta [42] presents an approach that employs a GA to estimate the COCOMO parameters, and proposes two new extensions of the original COCOMO, whose parameters are also optimized by a GA. The author states that his work presents a significant improvement over the original COCOMO strategy.

The work of Mantere and Alander [28] focuses on the use of evolutionary algorithms in software testing. It is a review of the application of evolutionary computation to software engineering, and the authors make a detailed discussion regarding the use of GA in software testing.

The work of Aguilar et al. [1] employs a GA to evolve a set of decision rules for software effort prediction. The authors compare their findings with the well-known decision-tree system C4.5 [40], reporting an improvement in accuracy. In Basgalupp et al. [9], the authors propose evolving decision trees instead of decision rules for software maintenance prediction. The latter two studies, whereas highly related to our proposed approach, present a fundamental difference: they evolve individuals in a search within the solution space (decision trees or decision rules). In this work, we propose working in a different search space: instead of searching among candidates in the solution space (the space of all possible decision trees), we search for candidates in the heuristic space (the space of all possible decision-tree induction algorithms).

To the best of our knowledge, this is the first work to employ a hyper-heuristic evolutionary algorithm for evolving decision-tree induction algorithms tailored to software metrics prediction. It innovates in searching for the most suitable algorithm for generating a highly-accurate comprehensible decision tree for this particular problem. As an additional contribution, we show that our approach improves not only the accuracy but also the comprehensibility of the models produced, when compared to traditional decision-tree induction algorithms and also
to an evolution-based strategy for evolving decision trees. Moreover, we show that our results are statistically significant based on a well-known statistical test. Next, we present HEAD-DT, which is the hyper-heuristic evolutionary algorithm capable of automatically designing top-down decision-tree induction algorithms.

3. HEAD-DT

HEAD-DT is the short for Hyper-heuristic Evolutionary Algorithm for automatically Designing Decision-Tree induction algorithms [5]. As the name says, it is a hyper-heuristic algorithm that designs decision-tree algorithms. Hyper-heuristics are search methods that automatically select and combine simpler heuristics, creating a generic heuristic that is used to solve any instance of a given target type of optimization problem. Hence, hyper-heuristics search in the space of heuristics, instead of searching in the problem solution space [33], raising the level of generality of the produced solutions.

In HEAD-DT, individuals are collections of building blocks, i.e., components of decision-tree algorithms. Each individual is encoded as an integer vector, and each gene has a different range of supported values. We divided the genes in four categories that represent the major building blocks of a decision-tree algorithm: (i) split genes; (ii) stopping criteria genes; (iii) missing values genes; and (iv) pruning genes. Figure 1 presents this rationale. Each gene is better explained in the next sub-sections.

3.1 Split Genes

These genes are concerned with the task of selecting the attribute to split the data in the current node of the decision tree. A decision rule based on the selected attribute is thus generated, and the input data is filtered according to the outcomes of this rule, and the process continues recursively.

We have used two genes to model the split component of a DT algorithm. The first gene, criterion, is an integer that indexes one of the 15 splitting criteria we have implemented: information gain [37], Gini index [12], global mutual information [23], G statistics [30], Mantaras criterion [19], hypergeometric distribution [29], Chandra-Varghese criterion [16], DCISM [15], $\chi^2$ [31], mean posterior improvement [43], normalized gain [26], orthogonal criterion [20], twining [12], CAIR [17] and gain ratio [40].

The second gene used to model the split component of a DT algorithm is binary split, which is a binary gene that indicates whether the splits of a DT are going to be necessarily binary or perhaps multi-way. In a binary tree, every split has only two outcomes, which means that nominal attributes with many categories will be divided in two subsets, each representing an aggregation over several categories. In a multi-way tree, nominal attributes are divided according to their number of categories, i.e., one edge (outcome) for each category. In both cases, numeric attributes always partition the tree in two subsets, ($\leq$ threshold and > threshold).

3.2 Stopping Criteria Genes

The second category of genes is related to the stopping criteria component of DT algorithms. The top-down induction of a DT is recursive and it continues until a stopping criterion (also known as pre-pruning) is satisfied. We have implemented the following stopping criteria:

- Reaching class homogeneity: when all instances that reach a given node belong to the same class, there is no reason to split this node any further. This strategy can be combined with any of the following strategies;
- Reaching the maximum tree depth: a parameter tree depth can be specified to avoid deep trees. We have fixed its range in the interval [2, 10] levels;
- Reaching the minimum number of instances for a non-terminal node: a parameter minimum number of instances for a non-terminal node can be specified to avoid (or at least alleviate) the data fragmentation problem in DTs. Range: [1, 20] instances;
- Reaching the minimum percentage of instances for a non-terminal node: same as above, but instead of the actual number of instances, we set the minimum percentage of instances. The parameter is thus relative to the total number of instances in a data set. Range: [1%, 10%] the total number of instances;
- Reaching an accuracy threshold within a node: a parameter accuracy reached can be specified for halting the growth of the tree when the accuracy within a node (majority of instances) has reached a given threshold. Range: {70%, 75%, 80%, 85%, 90%, 95%, 99%}.

The first gene, criterion, selects among the five different strategies for stopping the tree growth. The second gene, parameter, dynamically adjusts a value in the range [0, 100] to the corresponding strategy.

3.3 Missing Values Genes

Handling missing values is an important task in decision tree induction. Missing values can be an issue during tree induction and also during classification. During tree induction, there are two moments in which we need to deal with missing values: splitting criterion evaluation (split gene) and instances distribution (distribution gene).

During the split criterion evaluation in node $t$ based on attribute $a_i$, we implemented the strategies: (i) ignore all instances whose value of $a_i$ is missing [12]; (ii) imputation of missing values with either the mode (nominal attributes) or the mean/median (numeric attributes) of all instances in $t$ [18]; (iii) weight the splitting criterion value (calculated in node $t$ with regard to $a_i$) by the proportion of missing values [39]; and (iv) imputation of missing values with either the mode (nominal attributes) or the mean/median (numeric

<table>
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<tr>
<th>Split Genes</th>
<th>Stopping Criteria Genes</th>
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<td>1</td>
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Figure 1: Linear-genome for evolving decision-tree algorithms.
3.4 Pruning Genes

Pruning is usually performed in decision trees for enhancing tree comprehensibility by reducing its size while maintaining (or even improving) accuracy. It was originally conceived as a strategy for tolerating noisy data, though it was found to improve decision tree accuracy in many noisy data sets [12, 37, 38]. We have implemented the following well-known pruning strategies: (i) reduced-error pruning (REP) [38]; (ii) pessimistic error pruning (PEP) [38]; (iii) minimum error pruning (MEP) [14]; (iv) cost-complexity pruning (CCP) [12]; and (v) error-based pruning (EBP) [40].

We designed two genes in HEAD-DT for pruning. The first gene, method, indexes one of the five approaches for pruning a DT (and also the option of not pruning at all). The second gene, parameter, is in the range [0, 100] and its value is dynamically mapped by a function, according to the pruning method selected (similar to the stopping criteria parameter gene). For REP, the parameter is the percentage of training data to be used in the pruning set (varying within the interval [10%, 50%]). For PEP, the parameter is the number of standard errors (SEs) to adjust CF than PEP) and the pruning set size (in the same range than REP). Finally, for EBP, the parameter CF may vary within [0, 100].

3.5 Evolutionary Process

HEAD-DT is a regular generational EA. The initial population is created by randomly choosing values within the range of each gene. For guiding the search for the best individuals (algorithm) is selected for inducing a decision tree whose attributes of an unseen instance are the same of the instance whose a value is being imputed.

For deciding which child node training instance x should go to, we have adopted the following options: (i) ignore instance x as if it has the most common value of a (node or mean), regardless of the class [39]; (ii) assign instance x as if it has the most common value of a (node or mean) considering the instances that belongs to the same class than x; (iv) assign instance x to all partitions; (v) assign instance x to the partition with largest number of instances [39]; (vi) weight instance x according to the partition probability [40]; (vii) assign instance x as if it has the most common value of a, considering the instances that belong to the same class than x (where x is the test instance xj, considering a split in node t over a). For REP, the parameter is m = 91; for MEP, the parameter m ranges from 1 to 801; for CCP, there are two parameters: the number of SEs (in the same range than PEP) and the pruning set size (in the same range than REP). Finally, for EBP, the parameter CF may vary within [0, 100].

4. EXPERIMENTAL PLAN

The experimental analysis was conducted within the largest software maintenance project of Hewlett-Packard Enterprise Application Services (HP-EAS) Brazil, a CMMI level 3 certified operation. The company keeps a central data repository for all its projects, as recommended in [25]. This repository is meant to support the high-level managers, assisting their decision-making process, and it is further detailed in [11]. For reasons of confidentiality, the project's name and all classified information were changed or suppressed in the following description.
Project P1 is a continuous maintenance project that inserts, modifies and removes functionalities in a software product previously developed by the company. The software product is divided into versions, where each version corresponds to a single iteration in the maintenance lifecycle. An iteration must deliver a number of labor-hours/month to the client and may have one or more product releases. Each Service Order (SO) aggregates a set of change requirements for the product.

Project P1’s teams are composed by a design team, a client developers team, a server developers team and a testers team. It has three types of requirement documents: (1) Design Requirements, (2) Server Requirements, and (3) Interface/Client Requirements. We observed that project P1 uses a classic waterfall lifecycle. Some tools are used to support the team’s activities during the lifecycle. MS-Project Server is used to schedule the activities planned in the project. IBM-ClearQuest is used to detect control and IBM-RequisitePro manages all the requirements presented in an SO. The effort spent by each team associated to address a task is recorded using a locally-developed software tool. Finally, the estimation strategy of the Company for this particular project is based on the expert judgment only.

4.1 Data Pre-Processing

The granularity level of data in the organizational repository does not allow its use to estimate work effort for each requirement, since such data are summarized by phase and version, in an approach that disposes of important project details. Hence, we had to access directly the data sources of the tools adopted by the project. We accessed the data repository from ClearQuest, RequisitePro, and the locally-developed software tool, so as to retrieve the following SO information: (i) adjusted function-points for each SO; (ii) size of a SO in thousands of lines of code; (iii) number of requirement documents for each SO; (iv) whether there were previously performed test-cases; (v) baseline schedule; and (vi) actual effort of each SO in hours.

Considering the information above, we have created a SO data set consisting of 1522 instances, each instance representing a unique SO of project P1, and 18 attributes. We encountered a couple of problems with this data set. First, we have identified quality problems with data prior to 2006. That is because until 2006, the metrics collection process was not automated, generating data distortions and many attributes with missing values. Thus, we have deleted all instances that dated of years that preceded 2006. In addition, we have also identified instances with missing values of work effort. These instances, for no apparent reason, did not contain the values of effort for a given SO, even though such a SO was already terminated. Therefore, we have deleted these instances, because they can no longer aggregate significance in the building of a prediction model.

After this data cleaning process, we have ended up with 561 instances. Since our target attribute (work effort) is measured in hours, we need to transform its values from numeric to nominal in order to create a classification problem (instead of a regression problem). For that, we divided the data so the class values were equally distributed among the classes. The classes created were: low effort (less than 18 hours), medium effort (between 18 and 67 hours) and high effort (more than 67 hours). The class distribution is 188 instances classified as low, 187 classified as medium and 186 instances classified as high effort.

4.2 Parameter Settings

HEAD-DT is configured with the following parameters:

- 100 individuals composing the population;
- a maximum number of 100 generation;
- tournament selection with size $t = 2$;
- elitism with 10 individuals;
- one-point crossover with 90% probability; and
- random uniform gene mutation with 10% probability.

These parameters were empirically tested in non-exhaustive previous experiments. Parameter optimization is a topic left for future research. We have run HEAD-DT over the SO data set in order to obtain a decision-tree induction algorithm tailored to software maintenance effort data. We compared the results provided by the algorithm generated by HEAD-DT to a logistic regression method, as well as to traditional decision-tree induction algorithms, namely J48 and SimpleCART (versions of C4.5 [40] and CART [12] available at the open-source machine learning tool Weka [41]), to BFTree, also available at Weka, and finally to LEGAL-Tree [8, 10], an evolutionary decision-tree induction algorithm. LEGAL-Tree was shown to be an excellent choice for predicting software maintenance effort, as detailed in [9]. We have used the default parameter settings for all baseline algorithms. For validating the results, we follow a 10-fold cross-validation procedure using the exact same data subsets (training, validation and test sets) for all algorithms, allowing a far comparison among the methods.

We collected the following evaluation measures: classification accuracy, F-Measure, recall, precision, and tree size. Due to the fact that both LEGAL-Tree and HEAD-DT are non-deterministic techniques, we executed them 30 times for each of the 10 training/test set folds generated by the 10-fold cross-validation procedure. Then, we calculated the average and standard deviation of the 30 executions for each fold, and then the average of the ten folds. Considering the other methods, we calculated the averages and standard deviations for the ten folds, since these algorithms are deterministic.

For assessing the validity and non-randomness of the experimental results, we employed the corrected paired t-test [32] with a significance level of $\alpha = 0.10$ and 9 degrees of freedom ($k = 1$ folds). The null hypothesis is that the algorithms achieve the same performance.

5. RESULTS AND DISCUSSION

Table 1 presents the results for logistic regression and the decision-tree induction algorithms employed in the experiment (J48, CART, BFTree, LEGAL-Tree), as well as the results generated by the algorithm that was automatically-designed by HEAD-DT. Since logistic regression does not generate a tree, we do not present its corresponding tree size values.
Table 1: Accuracy, F-Measure, Precision, Recall, and Tree Size of the baseline algorithms and HEAD-DT. Average and standard deviations are shown.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>F-Measure</th>
<th>Precision</th>
<th>Recall</th>
<th>Tree Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.61 ± 0.01</td>
<td>0.61 ± 0.00</td>
<td>0.63 ± 0.01</td>
<td>0.61 ± 0.01</td>
<td>39.10 ± 100.32</td>
</tr>
<tr>
<td>J48</td>
<td>0.62 ± 0.00</td>
<td>0.61 ± 0.00</td>
<td>0.63 ± 0.00</td>
<td>0.62 ± 0.00</td>
<td>55.40 ± 113.16</td>
</tr>
<tr>
<td>CART</td>
<td>0.58 ± 0.00</td>
<td>0.58 ± 0.00</td>
<td>0.61 ± 0.01</td>
<td>0.58 ± 0.00</td>
<td>55.40 ± 113.16</td>
</tr>
<tr>
<td>BFTree</td>
<td>0.59 ± 0.00</td>
<td>0.59 ± 0.00</td>
<td>0.61 ± 0.00</td>
<td>0.59 ± 0.00</td>
<td>55.40 ± 113.16</td>
</tr>
<tr>
<td>LEGAL-Tree</td>
<td>0.64 ± 0.07</td>
<td>0.63 ± 0.08</td>
<td>0.65 ± 0.08</td>
<td>0.64 ± 0.07</td>
<td>12.91 ± 0.94</td>
</tr>
<tr>
<td>HEAD-DT</td>
<td>0.69 ± 0.08</td>
<td>0.68 ± 0.08</td>
<td>0.69 ± 0.08</td>
<td>0.69 ± 0.08</td>
<td>19.5 ± 11.21</td>
</tr>
</tbody>
</table>

Regarding the absolute values, we can observe that the algorithm designed by the hyper-heuristic (HEAD-DT) outperformed all other methods considering every collected measure — except for tree size, whose smallest value was obtained by LEGAL-Tree. Therefore, HEAD-DT does seem to be the most accurate model among the set of algorithms. In order to confirm this assumption with statistical significance, we executed the corrected paired t-test [32], which is suggested for scenarios in which there is a single data set to be analyzed. Table 2 presents the corrected paired t-test results.

The corrected paired t-test did not found any statistically significant difference between HEAD-DT and LEGAL-Tree for any evaluation measure. Therefore, we present both HEAD-DT and LEGAL-Tree in the rows of Table 2, allowing for a pairwise comparison between them and the remaining algorithms. By analyzing Table 2, observe that both HEAD-DT and LEGAL-Tree outperform BFTree and SimpleCart with statistical significance in terms of accuracy, F-Measure and recall, though only HEAD-DT outperforms these methods in terms of precision. In addition, HEAD-DT significantly outperforms logistic regression in every single evaluation measure (recall that tree size values are not available to logistic regression, since it does not generate a decision tree).

We believe these results are sufficient to show that an algorithm automatically designed by the hyper-heuristic HEAD-DT is capable of generating highly-accurate comprehensible models, more so than logistic regression and any state-of-the-art decision-tree induction algorithm. The importance of comprehensible predictive models in software effort prediction has been stated extensively in the literature. By analyzing a comprehensible (and accurate) decision tree, the stakeholder can make informed decisions on proper resource allocation for the development of new maintenance SOs, ultimately avoiding unrealistic cost estimates.

Algorithm 1: Algorithm designed by HEAD-DT and tailored to the available maintenance effort data.

1. Recursively split nodes with the orthogonal criterion;
2. Divide nominal splits according to number of attribute categories;
3. Perform step 1 until class-homogeneity or the minimum number of 17 instances is reached;
4. Perform REP pruning with 2 folds

When dealing with missing values:
1. Ignore missing values during the split
2. Distribute the instances by ignoring those with missing values
3. For classifying an instance with missing values, explore all branches and combine the results.

The fact that LEGAL-Tree generates smaller trees than the algorithm designed by HEAD-DT should not be a concern, since smaller trees are only preferable in scenarios where the predictive performance of the algorithms is similar. The analysis previously presented clearly indicates that HEAD-DT generates algorithms whose trees outperform LEGAL-Tree regarding predictive performance (accuracy, F-Measure, prediction, and recall). The Occam’s razor assumption that among competitive hypotheses, the simpler is preferred, does not apply in this case.

The automatic design of HEAD-DT tailored to the maintenance effort data is presented in Algorithm 1. It combines unorthodox components such as the orthogonal criterion [20] and REP pruning. The main advantage of HEAD-DT is that it automatically searches for the suitable components (with their own biases) according to the data set being investigated. It is hard to believe that a researcher would combine such a distinct set of components as those presented in Algorithm 1 to achieve an algorithm tailored to this data set. The automatically-designed algorithm is a single option among around 170 million algorithms which can be evolved by the hyper-heuristic HEAD-DT.

Figure 3 shows the decision tree induced by Algorithm 1. Note that decision trees are quite easy to understand, even for those stakeholders that are not familiar with machine learning and data mining. The decision tree presented in Figure 3 is quite intuitive and provides interesting insight to project managers. For instance, it states that SOs with more than 5 requirement documents will necessarily take a long time to be developed (high effort). On the other hand, SOs with less than 5 requirement documents need to be further analyzed with respect to the number of adjusted function points calculated for them. A precise threshold of 1.77 adjusted function points indicate whether a SO will be classified as low effort or medium effort. This rule is also intuitive, and increases the confidence of the project manager in the classification of new SOs whose effort to be developed is unknown.
Moreover, considering the increasing growth in the hyper-heuristics in the context of software effort prediction, our approach outperformed the well-known logistic regression strategy, algorithms. In addition, the generated model also generated by traditional and evolution-based decision-tree algorithms tailored to software development data sets. We also believe that an evolutionary algorithm that generates regression/model trees [2,6] could be effectively employed for software metrics prediction.

Figure 3: Decision tree generated by Algorithm 1, which was automatically designed by HEAD-DT. Attributes selected by the tree are #DOC (number of requirement documents) and AFP (adjusted function points).

We conclude by reinforcing the importance of a comprehensible predictive model for stakeholders regarding their decision-making process. A comprehensible model allows the stakeholder to create new hypotheses regarding the available data — for instance, the project manager can assume that the requirement documents are crucial in determining the total effort to develop a SO, and thus he/she may work towards increasing the level of detail of these documents within the software operation. Moreover, by visually inspecting whether the predictive model produces logical rules — e.g., more documents and adjusted function points necessarily mean more effort —, the project manager can detect possible errors in the model that are a result of a poor data collection process. Therefore, he/she can act towards improving the data collection process, suggesting new guidelines or even software tools for performing the collection and data pre-processing tasks.

6. CONCLUSIONS

In this paper, we proposed the application of a hyper-heuristic evolutionary algorithm called HEAD-DT for designing a decision-tree algorithm tailored to maintenance effort data provided by a worldwide IT Company. To the best of our knowledge, this was the first work to employ a hyper-heuristic evolutionary algorithm for evolving decision-tree induction algorithms tailored to software metrics prediction. This work innovates by employing an algorithm that searches for the most suitable decision-tree algorithm for generating a highly-accurate comprehensible decision tree.

In an experiment that involved more than 5 years of collected data from an IT Company maintenance project, we showed that the automatically-designed algorithm is capable of generating a predictive model that outperforms those generated by traditional and evolution-based decision-tree algorithms. In addition, the generated model also outperformed the well-known logistic regression strategy, which is widely-used in software metrics prediction. The performance gain was often statistically significant according to a largely-employed statistical test.

We believe our findings indicate the applicability of hyper-heuristics in the context of software effort prediction. Moreover, considering the increasing growth in the application of EAs related to decision trees [3], we intend to determine in future work the effectiveness of hyper-heuristics in estimating other important software metrics (e.g., software quality), in private and public software development data sets. We also believe that an evolutionary algorithm that generates regression/model trees [2,6] could be effectively employed for software metrics prediction.
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