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ABSTRACT

The purpose of this paper is to solve the problem of Ad Hoc network routing protocol using a Genetic Algorithm based approach. In particular, the greater reliability and efficiency, in term of duration of communication paths, due to the introduction of Genetic Classifier is demonstrated.
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1. Introduction

Ad Hoc networks differ from the traditional networks due to the absence of a fixed infrastructure, to the mobility of hosts, to channel sharing capabilities and to limited available band. These differences make the protocol for wired net not useful for Ad Hoc net.

A lot of studies were made to try to adapt the robust wired net protocol to Ad Hoc net protocol [1]. In particular Ad Hoc networks need routing protocols that are capable of adapting to the variation of topology of the net, guaranteeing an acceptable throughput even in the presence of a high number of terminals. The mentioned protocols must therefore guarantee a high reliability of the net together with an energy waste reduction.

A plenty of solutions was proposed for this purpose [2-7] even if their performances are not very satisfying for Ad Hoc networks.

More exactly, the proactive protocols tend to show a particular stability for the net even if they suffer by band waste due to need of updating the topological data net even in the absence of real and effective changes.

On the other hand, reactive protocols operate in a different way, facing more rapidly the topological change of the net, even if they suffer by packet lost when the changes become too fast [2].

An attempt of overcoming the mentioned protocols is represented by the hybrid protocols that try to use the better features of both proactive and reactive protocols [8,9].

The study of a proper hybrid protocol is the purpose of the present paper. In particular the problem is solved using a Genetic Algorithm (GA) approach showing very interesting results both from reliability and efficiency point of view in term of duration of communication paths.

The great advantage of the proposed technique is represented by the capabilities of Genetic Classifiers (GCs) of selecting, basing on the environmental information and on the experience acquired with time, the better path between different nodes, in term of duration of communication paths.

In the following, after illustrating the general principles of Ad Hoc network routing protocols (Section 2), the principles of GC are shown (Section 3); after that the proposed protocol (Section 4) the related obtained results (Section 5) and the generalization (Section 6) are shown, followed by conclusions (Section 7).

2. Ad Hoc Networks Routing Protocols

To understand the purpose of the present work it is necessary to make an overview of the actual Ad Hoc routine protocols.

It is evident that the goodness of a protocol routine depends on the amount of information available about the net. In an Ad Hoc network, due to the mobility of the nodes, it is necessary to exchange a high amount of information to keep the nodes updated. This implies a band consumption due to the need of exchanging signalling information and consequentially energy consumption.

An efficient routing protocol must guarantee the reliability of the net, reducing at the same time band and energy waste.
Actually two main routing protocol are available, that are proactive and reactive [10-13] each of them characterized by positive and negative features.

Proactive protocols try to keep the knowledge of all the nodes, exchanging routing information without taking care if the path is really used for communications. Every node stores the necessary routing information and it is responsible for the propagation of topological change of the net.

These features contribute to reduce the delay related to the research of paths but at the same time produce a band and energy waste.

Reactive protocols reduce the above mentioned problems since they avoid of making periodical broadcast transmission, seeking a route only when it is strictly necessary.

On the other side, they generate a high traffic volume when a route is researched, generating delay. Further the lack of a global view of the net decrease the reliability of the net itself.

The partial inefficiency of the above mentioned protocol has led to the development of a third typology that tries to take the better features of the other two classes.

Hybrid protocols try to realize an on-demand protocol with a limited research cost. The most common is the ZRP protocol [14-17] that uses the advantage of proactive route discovery in a limited area and the advantage of reactive protocol to transmit this information between the different local areas.

Since in an Ad Hoc network the most of communications take place between adjacent nodes, the topological variations are more relevant near the node more distant, where the adding or the subtraction of another node have a certain impact.

The separation in local areas allows the applications of different algorithms, improving the general performances of the net.

For this reason the present work is aimed at studying a new kind of hybrid protocol adding a proper genetic algorithm (GA) based core that allows the system to learn directly from the environment, ensuring reliability and flexibility.

Before starting with the explication of the studied protocol, it is necessary an overview of GA and Genetic Classifiers.

3. Genetic Classifiers

A genetic classifier is essentially a classifier system endowed by proper Genetic Algorithms that manage its activities.

GCs have revealed to be extremely useful in a plenty of applications [18-21].

3.1. Structure

A classifier system is an automatic knowledge machine that is capable of learning simple rules, called classifiers, to finalize its behaviour in an arbitrary environment according to determined needs.

It’s structure can be described using a methodology similar to the one used for dynamic systems, that is:

1) a group of fixed length strings (classifiers), which represents the behavioural rules, based on a ternary alphabet, composed by a condition and an action. Every classifier is labelled with a value that represents its strength (fitness) as a function of the results obtained operating according to the action suggested by the classifier itself;

2) a series of inputs that receive the information from the external environment and determine which classifier must be activated;

3) an auction mechanism that determines which of the activated classifier is effectively acting;

4) an accountability system that updates the values of each classifier basing on the premium received according to the decision acted;

5) a genetic algorithm that is capable of introducing new set of rules substituting the older ones. The algorithm is generally activated when an input message does not correspond to any classifier already present inside the system.

3.2. Principles

The system can be reduced to 3 fundamental points that are shown in Figure 1.

The system of rules and messages present in the classifier system is a special kind of operative system. It represents a computational scheme that uses properly rules to reach the desired goal. It has been demonstrated [22,23] that these systems are computationally complete and efficient. Although different syntaxes are available as a function of the working scheme chosen, generally the
rules can be represented as:

\[
\text{if } \langle\text{condition}\rangle \text{ then } \langle\text{action}\rangle
\] (1)

The above rules means that the action is immediately executed if the condition is satisfied.

The classifier systems adopt a fixed length representation for the rules and allow the activation and the use of parallel rules.

The system of rules and messages constitutes the computational core of the classifier. The information propagate from the environment, through the inputs, and they are decoded into one or more than one fixed length messages. These messages can activate the related rules that are inserted in a proper list of messages.

Once a classifier is activated, it sends its message to the list above mentioned. These messages can, in a second time, activate other messages or generate an action through the actuator towards the external environment using proper effectors. In this way the classifiers combine their suggestions and the environmental suggestions to determine the future behaviour of the whole system.

To understand this mechanism, it is better analyse into details how the messages and the classifiers are used inside the system.

A message inside the system is simply a finite length string, composed using a finite alphabet. Since we limit, in our case, at using a binary alphabet, its precise definitions is:

\[
\text{<message> ::= \{0,1\}}
\] (2)

A message is therefore defined as a sequence of 1 and 0 and it represents the fundamental instrument for information exchange inside the whole system.

Messages inside the list can be coupled with one or more than one rules. A classifier is therefore a working rule defined as:

\[
\text{<classifier> ::= <condition> : <message> }
\] (3)

where the condition is defined as:

\[
\text{<condition> ::= \{0,1,#\}}
\] (4)

It is immediate to note that the definition of a condition differs from the definition of message exclusively for the introduction of a special character (#) that implies a “don’t care” situation. A condition is therefore coupled with a message if, in any position of its string, a 0 couple with a 0, a 1 couple with a 1, or a “don’t care” # couple with a 0 or a 1.

Once a condition of the classifier is coupled, the related classifier becomes a candidate to send its message to the list of messages in the following step. The possibility of sending its message to the list is defined basing on the strength of the message itself through a proper auction involving all the activated rules.

For this reason it is necessary to introduce a credit assignment algorithm that allows each classifier to be labelled with a proper strength value.

The most used algorithm for this kind of functionality is the so called bucket brigade [24]. To better understand its behaviour, a metaphor has been used using two main components that are an auction and a clearing house.

When the classifiers are coupled, they do not send immediately their message to the list but they participate to an auction. Each message can participate to the auction thanks to its strength that represents a concept similar to the fitness in the genetic algorithm that is the goodness of its property in solving the defined problem. Every classifier makes a bid B proportional to its strength, that is:

\[
B_i = \text{Cbid}\ast \text{Si}
\] (5)

where \(B_i\) is the bid, \(Si\) is the strength of the classifier and \(Cbid\) is a proper proportionality constant.

In this way, the rules characterized by greater fitness values are classifiers to be selected to send its message. The auction allows a particular rule that has been selected through the auction to delete its bid by means of the clearing house in the case of a remainder coupling with the remaining messages.

The payment of the bid is divided between the classifiers that couple in different ways; this payoff division helps the whole system to guarantee the formation of a correctly dimensioned messages subpopulation.

Genetic algorithm is the third and fundamental point of a classifier system [25].

The GA used inside the proposed genetic classifier system is operative according the following steps:
1) code of the problem;
2) creation of the initial population of potential solutions;
3) creation of a fitness function that allows each solution to be assigned with a value that estimates its suitability;
4) formalization of genetic operators (crossover, mutation, etc.) that alters the next generation chromosomes;
5) assignment of values to the different parameters that regulate the evolution (population dimension, probability of application of genetic operators);
6) definition of stop condition.

In our case the genetic algorithm try to evolve, learning new rules of the kind “if \(<\text{condition}>\) then \(<\text{action}>\)” that allows the genetic classifier to operate in the better way inside the considered system.

The fitness of the rules is evaluated considering their performances in term of correctness of time duration predictions of desired paths. In this way the genetic algorithm introduces new sets of rules inside the system, deleting the older one, allowing the classifier of reaching in
the better way its regime condition. The used fitness function is illustrated in the next paragraph. The algorithm stops according to the chosen stopping conditions. Even in this case, it does not exist predefined conditions, and a stop condition related to the degree of fitness reached has been chosen.

The selection process is implemented by means of the so-called roulette wheel selection where the value of the strength $S$ of every classifier represents its fitness score.

4. Proposed Hybrid Protocol

We already said in the previous section that a proper hybrid protocol based on genetic classifier has been developed to increase the reliability of Ad Hoc network.

In the following the features of the considered protocol are illustrated.

The whole net is composed by the union of coverage areas of the different nodes.

Each node of the network samples, at regular time intervals, the signal level of the nodes located in its coverage area, normalizing them in percentage, and uses them as rules to estimate future lasting of the paths between the node itself and the measured nodes.

The structure of the rules is:

$$\text{If } \langle \text{sample}_{i0}, \text{sample}_{(i+1)0}, \ldots, \text{sample}_{(N-2)0}, \text{sample}_{(N-1)0} \rangle \text{ then } \langle \text{estimated duration of path} \rangle$$

(6)

where $T_{i0}$ is the sampling time, $\langle \text{sample}_{i0} \rangle$ is the signal sample of the node measured at $-i T_{i0}$ time and $N$ is the number of samples used by the rules.

The information coming from the net are stored as environmental messages that determine which classifier must be activated basing on the result of matching operation between strings of bits.

At the same time different rules can match their condition with the description of information coming from the environment: in this case a proper auction mechanism is activated to select the most fitting classifier.

The selected rules pay a certain fee proportional to its patrimony, that is divided between the classifier that have activated it, increasing their values.

The strength of a group of rules is evaluated considering the performance of the net in term of prediction of duration of time of paths. In this way the GA introduces new set of rules inside the system, substituting the older one, allowing the GC to reach its better performance in a quite short time.

The result of this working principle is a numerical value that represents the estimated temporal lasting of each path, allowing the choice of the more correct one for any particular purpose.

After a certain time, depending on the variability of the net, the GC starts to work correctly, giving to the net a high reliability, that is the purpose of the present work.

Each node keeps the operative information of the other nodes into two separated tables:

1) signal level samples table;
2) routes table.

The signal level samples table stores the information related to the nodes that are currently into the coverage area of each node. The structure of the data is:

$$\langle \text{node}_j \rangle \langle \text{sample}_{j0}, \text{sample}_{j1}, \ldots, \text{sample}_{j(N-1)0} \rangle$$

(7)

where $\langle \text{node}_j \rangle$ is the measured node $j$ and $\langle \text{sample}_{j(i)0} \rangle$ is the signal samples of the node $j$ measured at $-i T_{j0}$ time.

The routes table stores the information related to the available paths of the considered node. The structure of the data is:

$$\langle \text{destination node} \rangle \langle \text{source node} \rangle \langle \text{estimated duration of path} \rangle \langle \text{time of evaluation} \rangle$$

(8)

where $\langle \text{destination node} \rangle$ is the node that must be reached which can be in the coverage area of the considered node or in the coverage area of another node, $\langle \text{source node} \rangle$ is the starting node that can be the considered node itself (in this case the destination node is a node located in the coverage area of the considered node) or a
Figure 3. State diagram of the proposed algorithm.
node located in the coverage area of the node (in this case the source node owns the information to route the data to be transmitted towards the destination node), \(<\text{estimated duration of path}>\) is the value of duration of path estimated by the genetic controller using the relative data samples stored into the signal level samples table, \(<\text{time of evaluation}>\) is the time at which the duration of path evaluation was made, allowing to know, when a route request is made, if the route is still valid or how long it will be valid.

Every node is endowed by a genetic classifier that, starting from the environmental information constituted by the signal level samples of nearby nodes, is capable of choosing correctly the route where to send the data packets. This choice is made basing not on the mean strength of the links but on the more reliable and lasting link, using the information acquired from the net.

The state diagram of the used algorithm is shown in Figure 3.

At the begin the genetic controller is initialized with the desired number of rules, composed by \(N\) temporal signal samples, in a random way, since the algorithm doesn’t know anything about the environment to be controlled. For this reason the rules are initialized with random values that are correctly updated with time.

Since the node has just been activated, it doesn’t know anything about the available routes and a total route discovery routine is activated, so that it immediately knows the available routes, without being able to estimate their duration, since signal samples (to be evaluated) are not yet available. This step is a typical proactive action.

After the total routes discovery step, the received information is stored into the routes table and is available for the node itself or for the other nodes.

Then, the timer variables \(T_p\) for regular proactive action and \(T_s\) for regular signal level sampling of nodes located into the coverage area of the considered node are set to zero, to start the main cycle of the algorithm.

At this point the main cycle of the algorithm starts.

The first procedure is the rules optimization executed by the genetic controller. In this procedure the estimated duration of paths by means of rules containing signal level samples are compared with the real observed durations and are properly updated to become more and more precise in their estimation. At the same time new rules are generated by the genetic algorithm contained in the genetic controller. These new rules can be useful for duration estimation (and in this case they are conserved) but they can also be not useful (in this case there are deleted and substituted with more performing rules).

At this point a route request control is made. If there is a request, the algorithm checks if the requested route is stored into the routes table and it is not expired. If the route is present in table and still valid, it starts the data transmission, according to the estimated duration of route. If the route is not present into the routes table, a find route procedure is executed, that is a typical reactive action. If the route is not found, nothing can be made by the node and the algorithm continues its regular flow. If one or more routes are found, the routes table is updated and the data are transmitted.

If after the genetic controller optimization any route request is made, the algorithm continues its regular flow.

At this point the timer variables \(T_p\) and \(T_s\) are updated and temporal checks are made: if \(T_p > T_{p0}\) (where \(T_{p0}\) is a design constant that forces the system to execute the proactive procedure), \(T_p\) is set to zero and a total routes discovery routine is executed, that is a typical proactive action, and the results are stored into the routes table. The continuous update of the routes causes a considerable use of the net resources. For this reason it is updated at regular intervals \(T_{p0}\) more than continuously, realizing a compromise between efficiency of the net and reduction of energy and band consumption.

If \(T_p < T_{p0}\) no action is made.

If \(T_p > T_{p0}\) (where \(T_{p0}\) is a design constant that forces the system to execute the signal samples procedure), \(T_p\) is set to zero and a signal level samples routine is executed and the results are stored into the signal level samples table. After this step the genetic controller estimates the duration time of each found route and the results are stored into the relative table.

If \(T_s < T_{s0}\) no action is made.

After this step the routine goes back to the genetic rules optimization procedure.

At this point it is necessary to give some more information about the data transmission procedure (DTP).

The DTP is able to do two kinds of choices as a function of the temporal availability of the link. In fact, if the temporal need is already known when the link is created, the DTP forwards the communication on the proper link from the temporal point of view that is not necessarily the longer one to avoid of wasting network resources. If the transmission length is not known a priori, the DTP chooses the more lasting path, giving a high stability to the net.

These performances ensure a higher quality of communication, ensuring a significant reduction of band and energy waste.

The stability is also increased because the DTP checks continuously the strength of the signal: if this last one decreases below a minimum level between two nodes, the DTP seeks immediately a new path where to continue to route data, avoiding abrupt interruption of transmission.

We want now to describe the used fitness function. During the auction process, one or more rules can par-
Each time a rule participates to a specific process of time estimation of a path, it is properly labelled with the number of process: one rule can participate to different processes and these information are stored in a proper label field of the rule. Once a temporal estimation of a path is requested to the system, the node checks continuously the real duration of the path, to use this information, in a second time during the GA phase, to select the most precise rules. When the GA phase is activated, every rules is properly assigned to a portion of the roulette wheel according to its precision in time duration estimation of the path it participated, to be eventually selected for the next generation population: the more precise the forecast of the rules and the higher the occupation space in the roulette wheel and consequently the higher the possibility to be selected for the next generation of population. The fitness of each rule is calculated in the following way: for every rule a proper check about the estimation processes it participated is made and the most precise forecast is selected, that is the rule is associated to the estimation process that differs, as less as possible from the temporal point of view, from the rules forecast. The fitness values of the rules are chosen to be variable between 10 (exact forecast) and 1 (totally wrong forecast). The value 1 has been chosen to allow also the wrong rules to evolve towards more fitting rules. This choice is very useful in the initial phase of the node, when only a few rules are used in the auction mechanism while all the other are momentarily in stand-by: since these last rules can be useful in the following phases, they must be characterized by a certain probability to pass to the next generation population of rules. If \( T_{pi} \) is the real duration time of the path \( i \) (in seconds) verified by the node and \( T_{rj} \) is the estimated time (in seconds) of the rule \( j \) (remembering that each rule is associated to different paths whose auction process it participated but it is associated, for the fitness evaluation, with the only path it better forecasted in term of duration of time), the fitness value \( F_j \) of the rules \( j \) is calculated as:

\[
F_j = 10 - \left( \frac{|abs \ (T_{pi} - T_{rj})|}{T_{pi}} \right) \times 10 \quad (9)
\]

It is evident that if the forecasted duration of time of rule \( j \) for the fitness is equal to the exact duration of path \( i \) \( T_{pi} \), the fitness value \( F_j \) of the rules \( j \) is equal to 10. If \( F_j \) is lesser than 1, it is set by default equal to 1, to ensure a certain residual probability to the rule \( j \) to evolve in the next generation population of rules.

If a certain rule didn’t participate any auction process, it is automatically rated with value 1. If a certain rule participated to one or more different auction processes but it is rated with a value lesser than 1, the fitness value is set to 1.

Once all the rules are properly rated, they are assigned a space proportional to their fitness value on a proper roulette wheel and the next population selection mechanism takes place.

Let’s consider a practical numerical example whose parameters choice is generalized in Section 6.

In this case each node is considered to measure the mentioned signal every 30 second, as explained in Section 6.

A rule is based on 60 samples of signal taken every 30 seconds that is each rule expresses the history of 1800 seconds of the signal strength of the nodes.

The higher the number of samples of the rules and the higher the precision of the forecasted duration time of the link, as explained in Section 6.

The number of samples represents a compromise between precision and computation time of GC.

In the same way the shorter is the time between samples and the higher is the precision of the forecasted duration time of the link, as explained in Section 6.

The time interval between samples represents a compromise between precision and computation time of GC.

The structure of the rule implemented on GC is shown in Figure 4.

The choice of the number of rules is quite critical since a reduced number (100 for example) ensures a rapid learning but a higher percentage of error while a great number (1500 for example) ensures a reduced percentage of error but a long learning time. The optimal number of classifiers in our case has resulted to be 800, as explained in Section 6.

In the next section the results obtained from the implementation of the considered protocol are illustrated while more general results are illustrated in Section 6.

5. Performances and Results

Before presenting the results obtained by the simulations, it is necessary to illustrate the condition under which they have been obtained.
Simulations were made considering a 1000 m × 1000 m area with 40 moving nodes. Their movement is characterized by a velocity that varies instantaneously in modulus and phase, in a uniform way, between 0 - 10 [m/s] and 0 - 2π (with step equal π/4 rad) respectively. Each node is characterized by a circle coverage ray equal to 150 m (Figure 5).

Two kinds of check were made: the first one aimed at verifying the robustness while the second one aimed at verifying the performances improvement with respect to a deterministic protocol.

5.1. Temporal Analysis of the Performances

In the first kind of check, 40 route discovery requests were made each time and the net is observed for almost 60 minutes. 6 particular check moments, corresponding to 10, 20, 30, 40, 50, 60 minutes are considered to verify the correctness of the choices made by the GC at 5, 10 15, 20, 25, 30 minutes from its activation.

Since it is impossible to illustrate all the results, in the following, only a restricted significant group of them is illustrated. In particular the better, the worst and the mean value of performances are illustrated.

A fundamental parameter is represented by the error between the estimated time of the link calculated the GC algorithm and the effective time of the link.

The first results are shown in Figure 6.

We can immediately see that the GC shows the expected behaviour. In particular the performances strictly improve with time, that is, the GC is capable of learning from the environment.

In fact at the first times, when the observation time is quite reduced, the GC makes not quite precise forecast that penalizes the choice of the correct path, as a deterministic protocol should do.

After a proper learning time, the GC is capable of making correct choices that strongly reduce the error.

It is possible to see that the difference between the better performance and the worst performance decreases with the time, due to the fact that each GC on the nodes has properly learned from the environment.

The proposed results do not consider the GCs that work correctly from the first time, since these results are considered as lucky circumstances not useful for our statistic.

In Figure 7 the mean percentage error on all the simulations is shown. It is possible to see that the performance trend is lesser with respect to the mean between the worst performances and the better performances, showing that their distributions tend to be optimal since the mean error is lesser than 3.5%.

It is possible to see that the GC based algorithm is capable of selecting with a high precision and reduced error.
the most reliable paths. This growing precision about estimation of path durability influences strongly the performances of routing protocol in term of packet loss, overhead, per-packet energy and delay but the related results are not shown here for brevity.

In fact, the improvement with the time on estimation allows the choice of a reliable path, which increases with the experience acquisition of the Genetic Classifier, in reducing the losses caused by coverage loss.

5.2. Performance Comparison between Genetic-Based Routing Protocol and ZRP

The second kind of verify tends to evaluate the performances of the proposed protocol with respect to a deterministic protocol.

In order to achieve significant results we have compared our protocol with another hybrid protocol, the ZRP [14]: the two protocols have worked together on the same nodes, giving the possibility of comparing the results in the same situations.

The most important remark concerns the type of routing choice taken by protocols.

In Figure 8 it is possible to see how the decision between the two protocols differs when the time increases.

In fact, at the beginning, their choice is in coincidence in the 93% of situations, to decrease, at the end, at only 65%.

This demonstrates the superiority of the proposed protocol after a certain working time since it is capable of reducing the prediction error to values lesser than 3.5%, making different choices with respect to the ZRP after a proper working time.

In particular, while the behaviour of the ZRP is obviously almost constant with the time, the performances of the genetic protocol improve with the time, overcoming those ones of the ZRP.

6. Generalization of the Proposed System

To demonstrate the high performances of the proposed system it is now necessary to generalize the obtained results. In this way it is also possible to understand the reason of the choice of the parameters used in the above simulation.

The first studied parameter is the number of rules. For this reason different simulations were made varying the number of rules and waiting for the final convergence, whose time increases with the number of rules, observing the mean error (in percentage), that is a significant parameter. The results are shown in Figure 9, where it is possible to see that the mean error decreases with the number of rules, reaching values lesser than 3.5% when the number of rules is greater than 800. When the number of rules is greater than 800, the reduction of mean error is less significant, assuming an asymptotic behaviour, while the converge time and the memory occupation increase as it is shown in the following. For this reason a number of rules of 800 have been chosen for the previous simulation.

Another important parameter is the convergence time as a function of the number of rules. Results are shown in
Fig 11. Mean error [%] as a function of the total temporal extension of sampling time [min], for different number of rules.

Fig 12. Mean error [%] as a function of the time interval between samples [sec], for different number of rules.

Fig 10, where it is possible to see that the convergence time increases with the number of rules, making the system able to work correctly, with a non-significant mean error reduction, after a considerable learning time. For this reason a number of rules of 800 has been chosen for the previous simulation, since it represents a good compromise between precision and convergence time.

To check the validity of the proposed system also the number of mobile nodes in the considered spatial grid has been increased (spatial density of nodes), controlling at the same time the possible variation of mean error as a function of rules. The obtained results (that are not shown here for brevity) are that the number of rules remains constant for each chosen mean error and spatial density of nodes, showing that it does not depend of this last parameter.

Another important parameter is the mean error (in percentage) as a function of the total temporal extension of the sampling time (that in the previous simulation was 30 minutes). Results are shown in Fig 11, for different values of number of rules, where it is possible to see that the mean error decreases with the total temporal extension of the sampling time, making the system able to work correctly, with a mean error below 3.5%, after a learning time of 30 minutes.

For this reason a total temporal extension of the sampling time of 30 minutes for the previous simulation has been chosen, since it represents a good compromise between precision, memory occupation and convergence time.

Another important parameter is the mean error (in percentage) as a function of the time interval between samples [sec], for different number of rules. Results are shown in Fig 12, for different values of number of rules, where it is possible to see that the mean error increases with the time interval between samples, making the system able to work correctly, with a mean error below 3.5%, if the time interval is lesser than 30 seconds for any number of rules. For this reason a total temporal extension of the sampling time of 30 seconds for the previous simulation has been chosen, since it represents a good compromise between precision, memory occupation and computation time.

It is now important to understand what happens when the maximum velocity of the mobile nodes increases (in the previous simulation it was of 10 m/s) or when the coverage area of the nodes varies (in the previous simulation the radius of the circular coverage area was of 150 m). Results are shown in Fig 13, for different value of coverage areas, for 800 rules and a mean error lesser than 3.5%, where it is possible to see that the more the maximum velocity increases and the more frequently the nodes
must be sampled. It is also possible to see that the larger the coverage area and the longer the time interval between samples, since the nodes are sampled in a more continuous way without leaving the wider coverage area. Since in previous simulation 800 rules are used, a coverage area of 150 meters is assumed and a maximum velocity of nodes of 10 m/s is considered, a time interval between samples equal to 30 seconds has been chosen.

All the results illustrated in this section allow to design, according to the specific needs, any kind of configuration that uses the proposed algorithm, as it was made in the simulation illustrated previously.

7. Conclusions

In the present work a high performance hybrid protocol based on genetic classifier was presented.

The obtained results, even if related to a quite simplified context, have shown a high robustness and a high improvement of reliability of the whole net, from the path temporal duration point of view, where the GC based protocol is operating.
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