Abstract—Bit interleaved coded modulation (BICM) because of its improved diversity over fast fading channels is an attractive transmission scheme for future wireless systems. For coded BICM systems, receivers need to employ max log MAP demodulators (demappers) that calculate soft-decision metrics i.e. log-likelihood ratios (LLRs) for the decoder. The complexity of the calculation of these LLRs is exponential in the number of bits per symbol and moreover for systems exploiting spatial dimension (MIMO), the complexity further increases exponentially in the number of transmit antennas.

In this paper we propose matched filter (MF) based low complexity max log MAP bit metrics for BICM single input single output (SISO) and low dimensional BICM MIMO systems using Gray encoded $M$-ary quadrature amplitude modulation (QAM) alphabets. For SISO systems, the maximum likelihood (ML) detector needs comparison of minimum distances between the received symbol and $M$ constellation points on the complex plane for the calculation of each LLR. In this paper we show that these LLRs can be computed precisely from the MF output and therefore do not necessitate any minimum distance calculations. For low dimensional BICM MIMO systems, we further propose a MF based bit metric which successfully trims down one complex dimension of the system thereby reducing complexity. Both these metrics substantially reduce the number of calculations needed for each LLR without compromising the performance and MF being an integral part of all receiver structures facilitates their hardware implementation. Simulation results over Rayleigh fading channels verify similar performance of the simplified metrics as those of the original metrics but with a significant reduction in the complexity.

I. INTRODUCTION

Future wireless communication systems need robust coding schemes and an appropriate solution in today’s wireless world is bit interleaved coded modulation (BICM). Zehavi [1] and Caire [2] realized that the code diversity and therefore the reliability of coded modulation over a Rayleigh channel could be improved by using bit wise interleaving after the encoder rather than using symbol wise interleaving after the modulator. The order of diversity for any coded system with a symbol interleaver, the symbol metric for their comparisons. The complexity is maintained at almost the same level for all constellations as it involves only the computation of MF output. This simplification is aided by the decoupling of real and imaginary parts of the metric. Resultant bit metrics need no computation of minimum distances and their comparisons. The complexity is maintained at almost the same level for all constellations as it involves only the computation of MF output. This fundamentally reduces the number of calculations needed for each LLR without compromising the performance. We also tabulate the implementation advantages of the simplified bit metrics compared to the original ones.

For BICM MIMO systems, though many sophisticated
methods as lattice reduction and sphere decoding [8] have been proposed in the literature which find the ML solution with high probability, but these methods are in general still computationally complex for real-time implementation. Moreover not much attention has been paid to the practical low dimensional MIMO systems. We further propose in this paper a simplified MF based bit metric for dual stream BICM case which successfully decouples two streams and subsequently reduces one complex dimension of the system. The proposed bit metric therefore reduces the complexity of dual stream case to the complexity of single stream detection. These low complexity metrics for SISO and MIMO systems being based on MF outputs and devoid of any division operation are suitable for hardware implementation. These metrics are being incorporated in the receiver structure of Eurecom OpenAir-Interface platform, which is an experimental real-time open-source hardware and software platform for future wireless networks [9] (www.openairinterface.org).

Regarding notations, we will use lowercase or uppercase letters for scalars, lowercase boldface letters for vectors and uppercase boldface letters for matrices. $(\cdot)^*$ and $(\cdot)^T$ indicate conjugate and conjugate transpose operations respectively, $|\cdot|$ indicates norm of a complex scalar or absolute value of a real scalar while $||\cdot||$ indicates norm of a vector. $(\cdot)_R$ denotes real part of a complex number while $(\cdot)_I$ indicates its imaginary part. Note that all log are to the base 2. This paper is mainly divided into two parts. In first part we propose the simplified metrics for BICM SISO systems while second part is dedicated to the simplified metrics for dual stream BICM case. Performance of the proposed metrics is verified by the simulation results and conclusions are presented at the end of the paper.

II. BICM SISO SYSTEM

A. System Model

We consider the downlink of a cellular system with $n_t$ antennas at the base station (BS) and one antenna at the mobile station (MS). Keeping in view the upcoming wireless standards as 802.16m [4] and 3GPP LTE [5], we assume that the BS uses BICM based OFDM system for downlink transmission. We further assume antenna cycling at the BS [10] with each stream being transmitted by one antenna in any dimension. The antenna is randomly assigned per dimension so that the stream sees all degrees of freedom of the channel. $x$ is the symbol over a signal set $\chi \subseteq \mathcal{C}$ with a Gray labeling map $\mu : \{0, 1\}^{\log_2 |\chi|} \rightarrow \chi$. During the transmission at BS, code sequence $c$ is interleaved by $\pi$ and then is mapped onto the signal sequence $x \in \chi$. Bit interleaver can be modeled as $\pi : k' \rightarrow (k, i)$ where $k'$ denotes the original ordering of the coded bits $c_{k'}$, $k$ denotes the time ordering of the signal $x_k$ and $i$ indicates the position of the bit $c_{k'}$ in the symbol $x_k$. We assume that cyclic prefix (CP) of appropriate length is added to the OFDM symbols at the BS. Cascading IFFT at the BS and FFT at the MS with CP extension, transmission at the $k$-th frequency tone can be expressed as

$$y_k = h_k x_k + z_k, \quad k = 1, 2, \cdots, K$$

where $h_k$ is the channel at the $k$-th frequency tone. Each subcarrier corresponds to a symbol from the constellation map $\chi$. $y_k, z_k \in \mathcal{C}$ are the received symbols and circularly symmetric complex white Gaussian noise of double-sided power spectral density $N_0/2$. $h_k \in \mathcal{C}$ characterizes flat fading channel response from transmitting antenna to MS at $k$-th subcarrier. The complex symbol $x_k$ has the variance $\sigma^2$.

Let $\chi_{c_{k'}}'$ denotes the subset of all signals $x \in \chi$ whose label has the value $c_{k'} \in \{0, 1\}$ in position $i$. Then the ML bit metric can be given by

$$\lambda^i_k(y_k, c_{k'}) = \max_{x \in \chi_{c_{k'}}'} \log p(y_k|x, h_k)$$

The original ML metric involves summation instead of the maximum operation and the above metric is commonly referred as max log MAP metric. However the complexity lies in the computation of the terms in the metric rather than their summation or maximization operation. The ML decoder at the receiver can make decisions according to the rule

$$\hat{c} = \arg \max_{c \in \mathcal{C}} \sum_{k'} \lambda^i_k(y_k, c_{k'})$$

where $\mathcal{C}$ defines the code book. This metric incorporates different ordering of the bits before and after the interleaver.

---

Fig. 1. Normalized constellations of QPSK, QAM16 and QAM64 with Gray mapping.
at the transmitter in decoding, by associating a contribution to the metric for each bit associated with the symbol received while that bit is transmitted. The bit LLR can be given as

\[ \Lambda_i (y_k, c_{k'}) = \lambda_i (y_k, c_{k'} = 1) - \lambda_i (y_k, c_{k'} = 0) \]

\[ = \max_{x \in \chi_{y_k, c_{k'} = 1}} \left\{ -\frac{1}{N_0} |y_k - h_k x|^2 \right\} - \max_{x \in \chi_{y_k, c_{k'} = 0}} \left\{ -\frac{1}{N_0} |y_k - h_k x|^2 \right\} \]

(4)

B. Simplified Bit Metrics

In this section, we propose simplifications and approximations for (4) and state bit metrics for QPSK, QAM16 and QAM64 constellations. Using same techniques, simplified bit metrics can also be derived for larger constellations. Due to space constraints, we drop the frequency and interleaving indices. Rewriting (4) in terms of real and imaginary parts

\[ \Lambda_i = \max_{x \in \chi_1} \left\{ 2\bar{y}_R x_R + 2\bar{y}_I x_I - |h|^2 x_R^2 - |h|^2 x_I^2 \right\} \]

\[ - \max_{x \in \chi_0} \left\{ 2\bar{y}_R x_R + 2\bar{y}_I x_I - |h|^2 x_R^2 - |h|^2 x_I^2 \right\} \]

\[ = \max_{x \in \chi_1} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} + \max_{x \in \chi_1} \left\{ 2\bar{y}_I x_I - |h|^2 x_I^2 \right\} \]

\[ - \max_{x \in \chi_0} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} - \max_{x \in \chi_0} \left\{ 2\bar{y}_I x_I - |h|^2 x_I^2 \right\} \]

(5)

where \( \bar{y}_k = h_k^* y_k \) is the MF output. \( x_R \) is the real and \( x_I \) is the imaginary part of \( x \) while \( \bar{y}_R \) and \( \bar{y}_I \) are real and imaginary parts of \( \bar{y} \). Note that \( x_R \in \chi_1 \) represent the real parts of those constellation points of \( \chi \) where the bit at position \( i \) is 1. The metric (5) decouples the real and imaginary parts. Let \( m = \log M \) denotes the number of bits per symbol. Then as per the Gray encoding shown in Fig. 1 for \( i = 1, 2, \cdots, m/2 \), \( x_I \in \chi_1 = x_I \in \chi_0 \) so the LLR is written as

\[ \Lambda_i = \max_{x \in \chi_1} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} - \max_{x \in \chi_0} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} \]

(6)

whereas for \( i = m/2 + 1, \cdots, m \), \( x_R \in \chi_1 = x_R \in \chi_0 \) so the LLR can be written as

\[ \Lambda_i = \max_{x \in \chi_1} \left\{ 2\bar{y}_I x_I - |h|^2 x_I^2 \right\} - \max_{x \in \chi_0} \left\{ 2\bar{y}_I x_I - |h|^2 x_I^2 \right\} \]

(7)

Basing on this, LLR for the first bit for QPSK is given as

\[ \Lambda_1^{\text{QPSK}} = \max_{x_I = \frac{\sqrt{2}}{\sqrt{10}}} \left\{ \bar{y}_R x_R + \bar{y}_I x_I \right\} - \max_{x_I = \frac{\sqrt{2}}{\sqrt{10}}} \left\{ \bar{y}_R x_R + \bar{y}_I x_I \right\} \]

\[ = \max_{x_I = \frac{\sqrt{2}}{\sqrt{10}}} \left\{ \bar{y}_I x_I \right\} - \max_{x_I = \frac{\sqrt{2}}{\sqrt{10}}} \left\{ \bar{y}_I x_I \right\} + \sqrt{2\sigma \bar{y}_R} \]

\[ = \sqrt{2\sigma \bar{y}_R} \]

(8)

whereas for the second bit, LLR is given as

\[ \Lambda_2^{\text{QPSK}} = \max_{x_I = \frac{\sqrt{2}}{\sqrt{10}}} \left\{ \bar{y}_R x_R + \bar{y}_I x_I \right\} - \max_{x_I = \frac{\sqrt{2}}{\sqrt{10}}} \left\{ \bar{y}_R x_R + \bar{y}_I x_I \right\} \]

\[ = \sqrt{2\sigma \bar{y}_I} \]

(9)

Similarly for QAM16, the first bit LLR is written as

\[ \Lambda_1^{\text{QAM16}} = \max_{x_R = \frac{3\sigma}{\sqrt{10}}} \left\{ \bar{y}_R x_R - |h|^2 x_R^2 \right\} - \max_{x_R = \frac{3\sigma}{\sqrt{10}}} \left\{ \bar{y}_R x_R - |h|^2 x_R^2 \right\} \]

\[ = \left\{ \frac{8|\bar{y}_I|^2}{10} \right\} \text{if } \bar{y}_R < \frac{2\sigma |h|^2}{\sqrt{10}} \]

\[ = \left\{ \frac{8|\bar{y}_R|^2}{10} - \frac{8|\bar{y}_R|^2}{10} \right\} \text{if } \bar{y}_R < \frac{2\sigma |h|^2}{\sqrt{10}} \]

\[ \approx 2\sigma \bar{y}_R \frac{2\sigma |h|^2}{10} \]

(10)

where we have introduced a little suboptimality in the last step by averaging over three possible bit metrics. The approximated bit metric is indicated by the dotted line in Fig. 2 (left figure) while the continuous line shows the exact bit metric (three regions). The LLR for the second bit is written as

\[ \Lambda_2^{\text{QAM16}} = \max_{x_R = \frac{3\sigma}{\sqrt{10}}} \left\{ \bar{y}_R x_R - |h|^2 x_R^2 \right\} - \max_{x_R = \frac{3\sigma}{\sqrt{10}}} \left\{ \bar{y}_R x_R - |h|^2 x_R^2 \right\} \]

\[ = \frac{4\sigma}{\sqrt{10}} |\bar{y}_R| - \frac{8|\bar{y}_I|^2}{10} \]

(11)

LLRs for the third and fourth bit are similar to the first and second bit respectively except that \( \bar{y}_R \) is replaced by \( \bar{y}_I \). Two LLRs are exact while two LLRs have slight suboptimality for
QAM16. For QAM64, LLR for the first bit is given as
\[ \Lambda_{QAM64}^1 = \max_{x_R} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} \]
\[ = \left\{ \begin{array}{ll}
\frac{1}{\sqrt{42}} \bar{y}_R + \frac{48|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{6|h|^2}{\sqrt{42}} \\
\frac{1}{\sqrt{42}} \bar{y}_R + \frac{8|h|^2}{\sqrt{42}} & \text{if} \quad \frac{6|h|^2}{\sqrt{42}} < |\bar{y}_R| < \frac{48|h|^2}{\sqrt{42}} \\
\frac{48|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{48|h|^2}{\sqrt{42}}
\end{array} \right. \]
\[ \approx 10\sigma \frac{\bar{y}_R}{\sqrt{42}} \]  
(12)

Again we have introduced a slight suboptimality in the last step by averaging over seven possible bit metrics as shown in Fig. 2 (center figure). Similarly for the second bit, LLR is written as
\[ \Lambda_{QAM64}^2 = \max_{x_R} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} \]
\[ = \left\{ \begin{array}{ll}
\frac{1}{\sqrt{42}} \bar{y}_R - \frac{24|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{24|h|^2}{\sqrt{42}} \\
\frac{1}{\sqrt{42}} \bar{y}_R - \frac{10|h|^2}{\sqrt{42}} & \text{if} \quad \frac{24|h|^2}{\sqrt{42}} < |\bar{y}_R| < \frac{80|h|^2}{\sqrt{42}} \\
\frac{80|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{80|h|^2}{\sqrt{42}}
\end{array} \right. \]
\[ \approx 20\sigma \frac{\bar{y}_R}{\sqrt{42}} - 80 |h|^2 \sigma^2 \frac{\bar{y}_R}{\sqrt{42}} \]  
(13)

The suboptimality introduced in the last step is shown in Fig. 2 (right figure). For third bit, LLR is given as
\[ \Lambda_{QAM64}^3 = \max_{x_R} \left\{ 2\bar{y}_R x_R - |h|^2 x_R^2 \right\} \]
\[ = \left\{ \begin{array}{ll}
\frac{1}{\sqrt{42}} \bar{y}_R + \frac{8|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{4|h|^2}{\sqrt{42}} \\
\frac{1}{\sqrt{42}} \bar{y}_R - \frac{24|h|^2}{\sqrt{42}} & \text{if} \quad \frac{4|h|^2}{\sqrt{42}} < |\bar{y}_R| < \frac{8|h|^2}{\sqrt{42}} \\
\frac{8|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{8|h|^2}{\sqrt{42}}
\end{array} \right. \]
\[ = \left\{ \begin{array}{ll}
\frac{4|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{4|h|^2}{\sqrt{42}} \\
\frac{16|h|^2}{\sqrt{42}} - \frac{8|h|^2}{\sqrt{42}} & \text{if} \quad |\bar{y}_R| < \frac{8|h|^2}{\sqrt{42}}
\end{array} \right. \]  
(14)

LLRs for fourth, fifth and sixth bits are similar to first, second and third bits respectively with \( \bar{y}_R \) being replaced by \( \bar{y}_I \).

Amongst six bits of QAM64, four bits have approximated LLRs whereas two bits have exact LLRs. Using similar techniques, bit LLRs for higher sized constellations can be easily found. The complexity analysis of these bit metrics in terms of complex operations (complex multiplications, complex additions) is tabulated in Table 1. Number of complex multiplications for the simplified metrics come from the computation of MF output and the channel norm. Note that where the complexity of original metrics increases exponentially in \( m \), the complexity of simplified metrics is maintained at almost the same level for all constellations.

C. Simulation Results

We consider a BICM SISO OFDM system using the rate-1/2 punctured turbo code\(^1\) proposed for 3GPP LTE [5]. The channel has iid Gaussian matrix entries with unit variance and the effect of antenna cycling is simulated by the independent generation of channel each time instant. Perfect CSI at the receiver is assumed. We consider the original max log MAP bit metrics (ML) and the simplified metrics. Due to the approximations involved, we call the simplified bit metric approach as Quasi-ML approach. We focus on frame error rates where the frame length is fixed to 1296 information bits as per 802.11n [3]. Note that for QPSK, simplified bit metrics are same as ML metrics. Fig. 3 shows that there is no degradation in the performance with the simplified bit metrics for QAM16 while there is a slight degradation in the performance for QAM64 case. It is attributed to four approximated bit metrics in case of QAM64 compared to two approximated bit metrics for QAM16.

III. BICM MIMO System

A. System Model

Consider a \( n_t \times n_r \) BICM MIMO OFDM system \((n_t \geq 2)\) with 2 spatial streams as shown in Fig. 4. We effectively reduce this to \( 2 \times n_r \) system by antenna cycling at the transmitter with each stream being transmitted by one antenna in any dimension. Two spatial streams are \( x_1 \) and \( x_2 \) and they can be of uniform or nonuniform rates. \( x_1 \) is the symbol of \( x_1 \) over a signal set \( \chi_1 \subseteq \mathcal{C} \) with a Gray labeling map and \( x_2 \) is

\(^1\)The LTE turbo decoder design was performed using the coded modulation library www.iterativesolutions.com

### Table 1

**Computational Complexity for Calculation of LLRs in One Symbol in SISO System**

<table>
<thead>
<tr>
<th>M-ary</th>
<th>Multiplications</th>
<th>Additions</th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>original</td>
<td>simplified</td>
<td>original</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>128</td>
<td>2</td>
<td>64</td>
</tr>
<tr>
<td>64</td>
<td>768</td>
<td>2</td>
<td>384</td>
</tr>
</tbody>
</table>
the symbol of $x_2$ over signal set $\chi_2$. Transmission at the $k$-th frequency tone can be expressed as

$$y_k = h_{1,k}x_{1,k} + h_{2,k}x_{2,k} + z_k, \quad k = 1, 2, \ldots, K$$

where $y_k, z_k \in \mathbb{C}^{n_r}$ are the vectors of received symbols and circularly symmetric complex white Gaussian noise of double-sided power spectral density $N_0/2$ at $n_r$ receive antennas. $h_{1,k} \in \mathbb{C}^{n_r}$ is the vector characterizing flat fading channel response from first transmitting antenna to $n_r$ receive antennas at $k$-th subcarrier. The complex symbols $x_{1,k}$ and $x_{2,k}$ of the two streams are assumed to be of variances $\sigma_1^2$ and $\sigma_2^2$ respectively. The ML bit metric for the bit $c_{k'}$ for first stream is given as

$$\lambda_1^i(y, c) = \max_{x_1 \in \chi_{1,c}} \left\| y - h_{1,k}x_1 - h_{2,k}x_2 \right\|^2$$

(15)

The complexity of this bit metric is $O(|\chi_1| |\chi_2|)$

B. Simplified Bit Metrics

For the ease of notation, we drop the frequency and interleaving indices so (15) can be rewritten as

$$\lambda_1^i(y, c) = \max_{x_1 \in \chi_1, x_2 \in \chi_2} \left\| y - h_{1}x_1 - h_{2}x_2 \right\|^2$$

$$= \max_{x_1 \in \chi_1, x_2 \in \chi_2} \left\{ -\|h_1\|^2 x_1^2 + 2y_1 x_1 R_1 + 2y_1 x_1 I_1 + 2y_2 x_1 R_2 - \|h_2\|^2 x_2^2 - 2(y_2 x_1 R_1 + y_2 x_1 I_1 - y_2 R_2) x_2 - \|h_2\|^2 x_2^2 \right\}$$

(17)

where $y_1 = h_1^* y$ and $y_2 = h_2^* y$ are the MF outputs for first and second stream respectively while $p_{12} = h_1^* h_2$ is the cross correlation between first and second channel. Evaluation of (17) implies that for each constellation point of $x_1 \in \chi_1$, we need to find the values of $x_{2,R} \in \chi_2$ and $x_{2,I} \in \chi_2$ which maximize the metric (17). To reduce the complexity, we need to decouple $x_1$ and $x_2$.

First we consider equal energy alphabets e.g. QPSK-QPSK i.e. both $x_1$ and $x_2$ belong to QPSK. Being of same magnitude, we need to look only at the signs of $x_{2,R}$ and $x_{2,I}$ for maximizing (17). Evidently maximization implies that they must be in the opposite directions of $(p_{12} x_1 R + p_{12} x_1 I - y_2 R)$ and $(p_{12} x_1 I - p_{12} x_1 R - y_2 I)$ respectively. So the bit metric is written as

$$\lambda_1^i(y, c) = \max_{x_1 \in \chi_1} \left\{ \|p_{12} x_1 R + p_{12} x_1 I - y_2 R\| x_{2,R} \right\}$$

(18)

which reduces one complex dimension of the system.

For the case of non equal energy alphabets, we need to look both at the magnitudes and the signs of $x_{2,R}$ and $x_{2,I}$. Regarding signs, the earlier argument also holds for non equal energy alphabets. The magnitudes of $x_{2,R}$ and $x_{2,I}$ which maximize (17) are given as

$$|x_{2,R}| = \frac{|p_{12} R x_1 + p_{12} I x_1 - y_2 R|}{\|h_2\|^2}$$

$$|x_{2,I}| = \frac{|p_{12} R x_1 - p_{12} I x_1 - y_2 I|}{\|h_2\|^2}$$

We can easily find the discrete points of constellations from these continuous values. For the case of QAM16-QAM16, these magnitudes can be found in one operation i.e.

$$|x_{2,R}| = \sigma_2 \frac{1}{\sqrt{10}} \left( 2 + (-1)^{I\left[|p_{12} R x_1 + p_{12} I x_1 - y_2 R| < \sigma_2 \frac{2|b|}{\sqrt{10}} \right]} \right)$$

$$|x_{2,I}| = \sigma_2 \frac{1}{\sqrt{10}} \left( 2 + (-1)^{I\left[|p_{12} R x_1 - p_{12} I x_1 - y_2 I| < \sigma_2 \frac{2|b|}{\sqrt{10}} \right]} \right)$$

(19)

where $I(.)$ is the indicator function defined as

$$I(a < b) = \begin{cases} 1 & \text{if } a < b \\ 0 & \text{otherwise} \end{cases}$$

(20)

Knowing these magnitudes, the bit metric is written as

$$\lambda_1^i(y, c) = \max_{x_1 \in \chi_1} \left\{ -\|h_1\|^2 x_1^2 R - \|h_1\|^2 x_1^2 I + 2y_1 x_1 R + 2y_1 x_1 I + 2y_2 x_1 R - \|h_2\|^2 x_2^2 - 2(y_2 x_1 R + y_2 x_1 I - y_2 R) x_2 - \|h_2\|^2 x_2^2 \right\}$$

(21)

So the complexity of the metric for first stream reduces to $O(|\chi_1|)$.

For QAM64-QAM64, bit metric is same as (21) while $|x_{2,R}|$ and $|x_{2,I}|$ are given by (16) on the top of the next page where $\psi_R = p_{12} R x_1 R + p_{12} I x_1 I - y_2 R$ and $\psi_I = p_{12} R x_1 I - p_{12} I x_1 R - y_2 I$. Note that $\|\|$ indicates OR operation.

We take another example once the two streams have non-uniform rate i.e. QAM16-QPSK. So then the bit metric for
first stream (QAM16) is given as
\[ \lambda_1(y,c) = \max_{x \in X^1_{y,c}} \left\{ -|h_1|^2 x_{1,R}^2 - |h_2|^2 x_{1,I}^2 + 2y_1 R x_{1,R} + 2y_1 I x_{1,I} ight\} \]
\[ + 2 \left| p_{12,R} x_{1,R} + p_{12,I} x_{1,I} - y_2 R \right| |x_{2,R}| \]
\[ + 2 \left| p_{12,R} x_{1,R} - p_{12,I} x_{1,I} - y_2 I \right| |x_{2,I}| \] (22)
whereas for second stream i.e. QPSK (Note that $x_1 =$QAM16 and $x_2=$QPSK), the bit metric is given by
\[ \lambda_2(y,c) = \max_{x \in X^2_{y,c}} \left\{ -|h_1|^2 x_{1,R}^2 - |h_2|^2 x_{1,I}^2 + 2y_2 R x_{2,R} + 2y_2 I x_{2,I} ight\} \]
\[ + 2 \left| p_{12,R} x_{1,R} - p_{12,I} x_{2,I} - y_1 R \right| |x_{2,R}| \]
\[ + 2 \left| p_{12,R} x_{1,R} + p_{12,I} x_{2,I} - y_1 I \right| |x_{2,I}| \] (23)
where $|x_{1,R}|$ and $|x_{1,I}|$ are given by
\[ |x_{1,R}| = \sigma_1 \frac{1}{\sqrt{10}} \left( 2 + (-1)^I \left( |p_{12,R} x_{2,R} - p_{12,I} x_{2,I} - y_1 R| < \sigma_2 \frac{2|h_2|^2}{\sqrt{10}} \right) \right) \]
\[ |x_{1,I}| = \sigma_1 \frac{1}{\sqrt{10}} \left( 2 + (-1)^I \left( |p_{12,R} x_{2,R} + p_{12,I} x_{2,I} - y_1 I| < \sigma_2 \frac{2|h_2|^2}{\sqrt{10}} \right) \right) \]

For QAM64-QPSK case bit metrics will be the same as those for QAM16-QPSK. For the case of QAM64-QAM16, bit metric for QAM16 will be (21) with the values of $x_{2,R}$ and $x_{2,I}$ given by (16). Using similar techniques, bit metrics for other combinations of higher order constellations can be found.

Fig. 5 shows the performance of proposed simplified metrics in a $2 \times 2$ BICM MIMO OFDM using rate-1/2 punctured turbo code proposed for 3GPP LTE [5]. The MIMO channel has iid Gaussian matrix entries with unit variance and the channel is independently generated for each time instant.

IV. CONCLUSIONS

In this paper we have proposed low complexity MF based bit metrics for BICM SISO and BICM MIMO OFDM systems. In the case of BICM SISO systems, the proposed metrics are merely scaled versions of MF outputs and involve no distance computations and comparisons. Whereas in the case of MIMO systems, the proposed metrics reduce one complex dimension of the system. These low complexity bit metrics being based on MF outputs and devoid of any division operation can easily be implemented in the receiver structures for forthcoming wireless systems taking into account the existing hardware limitations.
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