This paper investigates the use of several language model adaptation techniques applied to the task of machine translation from Arabic broadcast speech. Unsupervised and discriminative approaches slightly outperform the traditional perplexity-based optimization technique. Language model adaptation, when used for n-best rescoring, improves machine translation performance by 0.3-0.4 BLEU and reduces translation edit rate (TER) by 0.2-0.5% compared to an unadapted LM.
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1. INTRODUCTION

Language model (LM) is one of primary components in any statistical machine translation (MT) system. LMs used by most MT systems are n-gram models – the type of language model commonly used by many speech and language applications. While domain adaptation of n-gram LMs has been widely used for speech recognition (e.g. [1, 2]), the existing adaptation techniques so far have seen little application to the task of machine translation. This paper explores the use of several LM adaptation methods in an Arabic-English machine translation system applied to broadcast speech.

N-gram language models can be adapted to a particular style of data by means of interpolation. The assumption is that each corpus has some unique style characteristics captured in its n-gram counts. If we were to merge the counts from all corpora, many of these style characteristics may be lost, thus producing some generic n-gram statistics. Alternatively, we can estimate a separate language model from each individual corpus and then combine these LMs by interpolating n-gram probabilities. This technique, also referred to as mixtures of language models, was reported by IBM in 1995 [1] in the context of the speech recognition task, and has been used by many sites since then. In this work we compare count merging and interpolation in terms of machine translation performance.

Language model interpolation weights are chosen to reflect the target data style, typically by minimizing the LM mixture perplexity on a held-out data set selected to be representative of the test data. In some cases, selection of such held-out data may not be feasible either due to high cost or lack of prior knowledge of the test domain. In such cases one can use a generic optimization set. The output from a generic model can be refined by applying a second pass of either decoding or rescoring with an adapted model, where the mixture weights are optimized using the test set hypotheses (e.g. [2]). In this paper we apply this technique (often referred to as “unsupervised” or “dynamic” adaptation) to the task of machine translation.

While perplexity minimization is a commonly used mixture weight optimization criterion, perplexity is a measure of language model’s generative power which is not a direct measure of system’s performance in most situations. In this work we explore the use of discriminative estimation of language model weights by optimizing for machine translation performance directly, i.e. by minimizing the translation edit rate (TER) [3] or by maximizing BLEU [4] score.

2. UNSUPERVISED ADAPTATION

Unsupervised adaptation described in this paper is accomplished by the following sequence of steps: 1) decoding with an unadapted language model and generating n-best lists; 2) optimizing LM interpolation weights by minimizing perplexity of the 1-best translation output; and 3) rescoring the n-best lists with the adapted interpolated LM.

In this work we experiment with unsupervised LM adaptation at two levels of granularity: 1) whole test set, and 2) each individual document. The former is accomplished by estimating LM interpolation weights on the translation output for the entire test set. In the second approach we estimate a separate set of mixture weights for each test document (i.e. a broadcast episode). One can envision also applying this at other levels of granularity: finer (e.g. paragraph) or coarser (e.g. source); however, smaller units may not give us robust estimates, while under the test conditions (see Section 5) no prior knowledge of the source was available to allow us make groups of documents.
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3. DISCRIMINATIVE ADAPTATION

Discriminative adaptation described in this paper involves optimizing language model mixture weights using an MT performance measure (TER or BLEU) directly. For this purpose we generate n-best lists ($n = 300$) with a development set and then tune the weights using Powell’s hill climbing algorithm [5] with the objective of minimizing TER (or maximizing BLEU) on this set of n-best lists.

Here we investigate two methods of combining language model probabilities from different LM components. In the first case, LM components are treated as independent knowledge sources and their probabilities are combined log-linearly (i.e. a weighted sum of log scores). In the second case, we use interpolation in probability space, identical to the standard LM interpolation procedure.

4. LM TRAINING DATA

Data used for training language models in MT consists of monolingual text in the target language (English in our case). In the experiments described is Section 5, we used about 6B words of training data consisting predominantly of news articles, with the exception of CNN talk show transcripts (CNNTtrans) and the University of Washington web data (ConvWeb) which contain text of conversation-like style.

Roughly half of the training data (2.8B words) came from the LDC’s Gigaword corpus containing articles from four major news agencies published between 1995 and 2004. In order to supplement the data available from LDC, we downloaded additional news articles, published within past 6 years, from a variety of on-line news publishers (e.g. BBC) that offer free access to their archives. Collectively these articles (NewsArchives) totaled to 1.3B words.

We also included two corpora that we typically use for training our speech-to-text (STT) language models, namely, transcripts of CNN talk shows (CNNTtrans, 60M words) downloaded from the CNN website and news articles from a variety of publishers, downloaded daily within the past year (DailyNews, 1B words).

In order to broaden our coverage of data styles we included the UW web data corpus – a corpus collected by the University of Washington, featuring text that resembles conversation-like style [6] (ConvWeb, 650M words). Finally, we used the English side of the broadcast news portion of the parallel data (Parallel, 14M words).

5. EXPERIMENTAL SETUP

Our experiments focus on translating Arabic speech to English text. We report machine translation performance on an internal test set that consists of Arabic broadcast news (BN) and broadcast conversational (BC) material in roughly equal proportions (around 30K words each). The evaluation paradigm is similar to that of GALE evaluations [7] where no prior knowledge of the genre (BN or BC) is available, hence we use the same translation system to process both genres, even though we report separate results for BN and BC.

The BBN Arabic STT system uses a similar modeling and search strategy as described in [8]. The multi-pass recognizer first does a fast match of the data to produce scores for numerous word endings (aka word graphs) using a coarse state-tied mixture acoustic model (AM) and a bigram language model (LM). Next, a state-clustered tied-mixture (SCTM) AM and a trigram LM are used to decode the word graphs to produce lattices. The lattices are then rescored using a cross-word SCTM AM and a 4-gram LM. The best path of the rescored lattice is the recognition results. The decoding process is repeated two (or three) times with speaker-independent AMs used in the first stage while subsequent decoding stages use speaker-adaptively-trained AMs. All AMs were trained on about 1300 hours of speech data with the largest model having about 6k states and 800k Gaussians. All LMs were estimated based on a training corpus of almost 1B words.

The BBN translation engine employs statistical phrase-based translation models, with a decoding strategy similar to [9]. Phrase translations are extracted from word alignments obtained by running GIZA++ [10] on a bilingual parallel training corpus (139M words of Arabic/English). A significant portion of the phrase translations are generalized through the use of part of speech classes, for improved performance on unseen data [11]. Both forward and backward phrase translation probabilities are estimated and used in decoding along with a pruned trigram English LM, a penalty for phrase re-ordering, a phrase segmentation score, and a word insertion penalty.

A separate tuning set (referred to as bnc-tune) with data sources and epoch similar to the test set was used for the MT system optimization. The system weights were optimized using reference transcriptions of the tuning data, and the same set of weights was then used to translate the test set from both reference transcriptions and STT hypotheses (see [12] for more details about optimizing MT for speech input). Two sets of system weights were computed using two different optimization criteria: minimum TER and maximum BLEU. In our experiments we report both TER and BLEU scores, each obtained with the appropriately optimized system.

We trained 5-gram Kneser-Ney smoothed language models using 6B tokens of English text data described in Section 4. No pruning was used during training, i.e. all ngrams including singletons were retained, which led to models of very large size (tens of gigabytes). To make experimentation with LMs of such size practical we implemented a two-pass decoding architecture, where 1) n-best lists ($n = 300$) were generated with a pruned 3-gram language model, and 2) large 5-gram models were used to rescore the n-best lists.

The decoding 3-gram LM was kept constant throughout all experiments, hence the results reported in the following
Table of results in Figure 1 compares different types of LM adaptation methods in terms of machine translation performance obtained on the test set. Each model is used to translate two types of input: 1) human-generated reference transcriptions of speech, and 2) hypotheses produced by the automatic STT system described in Section 5. Performance is measured using two metrics: TER and BLEU. Translation edit rate (TER) is a measure of error, similar to word error rate (WER), where lower numbers correspond to better results. BLEU, on the other hand, is a measure of similarity, hence higher numbers indicate better performance.

The baseline performance in Figure 1 corresponds to the unadapted language model (row 1), where all training corpora are merged together to produce a single LM. Note that this baseline is not entirely unbiased as our choice of the training data was driven by the knowledge of the target genre, resulting in training data dominated by news materials. Nevertheless, this baseline is consistently outperformed by the adapted LMs.

Rows 2 and 3 in Figure 1 represent traditional interpolation-based LM adaptation where mixture weights are optimized by minimizing perplexity on a held-out set. Results in row 2 are obtained with an LM optimized on the translation references of the NIST 2002 Arabic MT evaluation set (MT02). Row 3 shows an LM optimized on the bnc-tune tuning set, similar in content and style to the test set. Rows 2 and 3 represent cases of using a generic and a matched optimization sets respectively. Even though differences in performance between these two models are small, the LM optimized on the matched tuning set performs slightly better.

Use of unsupervised adaptation techniques is illustrated in rows 4 and 5 of Figure 1. Row 4 shows an LM with one set of interpolation weights optimized on the first pass hypotheses from all test documents combined. The language model in row 5 uses a separate set of mixture weights for each test document. Both unsupervised methods perform well, generally, achieving better results than the LM optimized on a matched tuning set. Gains from unsupervised adaptation are larger when translating reference transcriptions as opposed to STT hypotheses. This is not surprising considering that hypotheses produced by the first pass of MT decoding (which unsupervised adaptation relies on) contain fewer errors when they originate from reference transcriptions.

Finally, rows 6 and 7 in Figure 1 show the use of discriminative adaptation with log-linear and probability interpolation-based combining of LM components respectively. Interpolation of LM probabilities gives better performance than combining LM component scores log-linearly. Discriminative adaptation of LM interpolation weights gave the best result on STT hypotheses. It also tied with unsupervised adaptation for the best result on reference transcriptions.

Figures 2 lists the weights assigned to the LM components by different adaptation methods. Weights optimized (using min-perplexity criterion) on MT02 reflect a bias toward the two news sources (AFP and XIN) present in the optimization set. Switching to the matched bnc-tune optimization set shifts the weight to the parallel data component (similar in style) and to the DailyNews component (similar in epoch). The ConvWeb and CNNtrans components also get increased weights, due to the “conversational” part of the tuning set, though their relative contribution in the mixture remains small. Interpolation weights used in unsupervised adaptation show little change between the two types of input (reference transcriptions and STT hypotheses) and they are fairly similar to the weights optimized on the bnc-tune set.

Fig. 1. Test set translation performance (lower case TER and BLEU) with 5-gram LMs adapted using different methods. The performance is measured on two types of input: reference transcriptions and STT hypotheses.
The two sets of discriminatively estimated weights show drastic difference with respect to the weights optimized using perplexity. The set of weights used in the log-linear combination has been normalized (to sum to 1) to allow easier comparison within Figure 2, although there is still no clear interpretation to the log-linear weights. The probability interpolation weights, that are estimated discriminatively, show a strong preference for the parallel data component. This may be due to a high degree of overlap in terms of phrases that appear in the n-best lists used in weight optimization, since the same parallel data was used to train the translation model.  

7. CONCLUSIONS AND FUTURE WORK

In summary, we have compared several language model adaptation techniques applied to the task of machine translation from speech. Use of adaptation improved machine translation performance by 0.2-0.5% TER and 0.3-0.4 points BLUE when compared to an unadapted LM. Discriminative adaptation of LM interpolation weights gave the best performance when translating STT hypotheses and tied with unsupervised adaptation for the best performance on reference transcriptions.

Gains from unsupervised adaptation diminish as the error rates increase, hence the unsupervised methods work better when translating reference transcriptions as opposed to STT hypotheses. Adaptation at the document level did not outperform the full test set adaptation, perhaps, due to its inability to robustly estimate mixture weights from small amounts of text. Combining documents into groups (e.g., via clustering) for weight optimization may lead to better results.

In this work, adaptation was applied only to the language model used in rescoring of n-best lists. One may expect larger gains in performance if the decoding LM is also adapted. Furthermore, adaptation may have stronger effect when entropy-based pruning is applied to the LM, which is often true for the decoding LM. In our experiments, all 5-gram LMs used in rescoring of n-best lists were unpruned, hence they did not differ in terms of ngrams present in the model.
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