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Abstract: This paper presents a dynamic monitoring and analysis architecture for Cloud computing environments. It collects and analyses Cloud parameters to detect performance degradations. The proposed dynamic architecture, called D-CEP4CMA, is based on the methodology of complex event processing (CEP). It is designed to dynamically switch between different centralised and distributed CEP architectures depending on the load/memory of the CEP machine and network traffic conditions in the observed cloud environment. Experimental results demonstrate the efficiency of D-CEP4CMA and its performance in terms of precision and recall in comparison to centralised and distributed CEP architectures.
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1 Introduction

Performance problems are quite likely in Cloud environments, due to the potentially large number of users accessing the Cloud, and the different types of computations and data processing activities running in the Cloud. Therefore, it is important to monitor and analyse Cloud performance parameters to detect performance degradations and launch suitable recovery actions. Cloud performance monitoring and analysis are challenging tasks that require sophisticated methodologies, such as complex event processing (CEP). CEP (Cugola and Margara, 2012) systems can process many incoming event streams and execute suitable analysis queries continuously to analyse the behaviour of a Cloud.

Related CEP monitoring and analysis approaches (Li et al., 2013; Teixeira et al., 2010; Narayanan et al., 2011; Dyk, 2010; Baresi and Guinea, 2013; Lettner et al., 2012; Grell and Nano, 2008; Balis et al., 2010; Pietzuch et al., 2006; Cugola and Margara, 2013; Srivastava et al., 2005; Bonfils and Bonnet, 2003; Abadi et al., 2005) can be divided into three categories. The first category is based on a single CEP engine, while the second category is based on a distributed architecture of CEP engines. The third category utilises distributed CEP engines that split CEP queries into sub-queries and execute them on many nodes. Each category has some disadvantages. In existing approaches based on a single CEP engine (Li et al., 2013; Teixeira et al., 2010; Narayanan et al., 2011), the CEP engine itself represents a single point of failure. Moreover, a single CEP engine could easily become a bottleneck if the amount of monitored data exceeds the processing capacities of the CEP engine. On the other hand, distributed CEP architectures (Dyk, 2010; Baresi and Guinea, 2013; Lettner et al., 2012; Balis et al., 2010) suffer from the potentially large number of messages exchanged between the distributed CEP engines. Finally, distributed CEP engines (Pietzuch et al., 2006; Cugola and Margara, 2013; Srivastava et al., 2005; Bonfils and Bonnet, 2003; Abadi et al., 2005) based on rule splitting raise several issues, such as the operator placement problem which is difficult to solve.

In this paper, we propose a novel dynamic architecture for Cloud performance monitoring and analysis based on CEP. We call it D-CEP4CMA for ‘dynamic complex event processing for Cloud monitoring and analysis’. The basic idea is to dynamically switch between different CEP architectures depending on the current conditions of the observed Cloud environment. D-CEP4CMA is deduced from an experimental study of three different CEP architectures for Cloud monitoring and analysis, a centralised one and two distributed ones, presented in previous work (Mdhaffar et al., 2013).

To evaluate our proposal, three groups of experiments have been conducted. The first set of experiments shows that the time needed to switch between two CEP architectures is negligible. The second set of experiments illustrates the merits of D-CEP4CMA in terms of precision and recall in comparison to centralised and distributed CEP architectures.
architectures. The last set of experiments investigates the impact of D-CEP4CMA on the machine running the CEP engine. The results indicate that our dynamic architecture does not overload the machine hosting the CEP engine.

The paper is organised as follows. Section 2 discusses related work. In Section 3, the dynamic CEP architecture (D-CEP4CMA) is presented. Our experimental results are detailed in Section 4. Section 5 concludes the paper and outlines areas for future research.

2 Related work

Li et al. (2013) propose a CEP-based monitoring system for Cloud computing environments. The defined system makes use of four components:

1. the basic event Cloud
2. the CEP engine
3. the action part
4. the database.

The basic event Cloud is used to monitor Cloud computing systems. The CEP engine, based on the database, implements the detection algorithm and triggers alarms when an unhealthy situation is detected. The action part executes the adequate action to solve detected issues. In contrast to our approach, the proposed system (Li et al., 2013) is based on a single CEP engine that might become a bottleneck in the context of large scale Cloud environments.

Teixeira et al. (2010) propose a monitoring approach for internet service provider (ISP) data centres. The proposed approach is called HOLMES and is based on a single CEP engine. The CEP engine executes analysis queries to detect failures. These queries get the observed data of the monitoring sensors as inputs, process them and generate alarms when an anomaly is detected. This implies that the architecture of HOLMES is centralised, which suffers from the bottleneck and single point of failure issues in the case of large scale systems. Contrary to HOLMES, our approach is based on a dynamic CEP architecture that activates the most suitable design (distributed or centralised) according to the current context.

Narayanan et al. (2011) define a monitoring and analysis framework for datacenters. The proposed framework is based on CEP techniques. It consists of three main components. The first component is in charge of monitoring the datacenters. In particular, it monitors the storage, servers, network and applications. The second component, called event collector engine, allows to:

1. collect the monitored data
2. send it to the CEP engine, which is the third component of the monitoring framework.

The CEP engine correlates the incoming events via the execution of intelligent analysis rules. The framework utilises a single CEP engine. Therefore, it suffers from the bottleneck issue in the context of large scale Cloud environments.

Leitner et al. (2012) propose a monitoring and analysis approach for Cloud applications. Their approach is integrated within the ‘CloudScale’ framework, and allows to track the application performance. The presented approach (Leitner et al., 2012) makes use of several CEP engines organised in a hierarchical fashion. The authors define three correlation levels that are processed by three different CEP engines. The first level concerns ‘host correlation’, and it is realised by the first involved CEP engine. Its results are sent to the second CEP engine that accomplishes ‘resource correlation’. The results of the ‘resource correlation’ CEP engine are forwarded to a third CEP engine that is in charge of ‘application correlation’. The approach generates considerable network traffic, due to the large number of messages exchanged between the different CEP engines, as shown by the experiments performed by the authors.

Baresi and Guinea (2013) propose an event correlation middleware, called EcoWare. It is a distributed event correlation and aggregation framework for multi-layer monitoring, and it uses two cooperating CEP engines. EcoWare consists of several components that communicate via a publish/subscribe system (Siena). In a large scale Cloud infrastructure, it is likely that the number of messages exchanged between these components in EcoWare will increase significantly.

Dyk (2010) presents a distributed monitoring and analysis architecture based on CEP engines. He illustrates the disadvantages of such architectures, in particular that distributed CEP architectures suffer in general from a synchronisation problem. In contrast to our approach, Dyk does not compare a centralised and a distributed approach, and does not propose a dynamic approach for CEP design.

Grell and Nano (2008) discuss issues related to large scale internet services monitoring via CEP. They propose two different CEP architectures, a centralised and a distributed CEP architecture. The work indicates that the choice of the CEP architecture depends on the requirements of the monitored system. The approach is not useful for Cloud monitoring and analysis, due to the dynamism of a Cloud environment. Therefore, we propose a dynamic CEP architecture.

Balis et al. (2010) propose a CEP-based approach for real-time grid monitoring. The proposed approach is called GEMINI2. It is based on a distributed CEP architecture. GEMINI2 (Balis et al., 2010) makes use of three main components: sensors, monitors and clients. Each sensor incorporates a CEP engine. It generates simple events that describe the state of grid components. The sensors allow to reduce the number of events via the use of reduction rules. The monitors are based on CEP engines. They run the main analysis rules. The clients generate complex events by subscribing to monitors. GEMINI2 may overload the virtual machines, since it assigns a CEP engine to every sensor. Moreover, it could introduce a high network traffic in the context of Cloud computing environments.
Borealis (Abadi et al., 2005) is a distributed stream processing engine. It splits queries into subqueries and executes them on several nodes. Borealis can be used to efficiently execute queries, while ensuring the dynamic revision of query results. Moreover, it includes fault tolerance mechanisms. SBON (Pietzuch et al., 2006) is a stream-based overlay network. It solves the operator placement issue by including a layer between the stream processing system and the physical network. SBON (Pietzuch et al., 2006) is based on two mechanisms for managing operator placement:

1. a cost space metric that evaluates the routing cost between nodes
2. a relaxation placement algorithm that is based on a spring relaxation technique to manage single and multi-query optimisation.

SBON has been integrated into Borealis (Abadi et al., 2005) to enhance the operator placement strategy. The cost space and the spring relaxation mechanisms can be improved to include more decision metrics and deal with more complex queries, respectively. In contrast to our approach, Borealis (Abadi et al., 2005) and SBON (Pietzuch et al., 2006) are based on query splitting mechanisms. Therefore, they suffer from the operator placement issue that requires additional efforts to be solved.

Cugola and Margara (2013) provide an experimental evaluation of five deployment strategies for distributed CEP engines, including the centralised one. The authors assess the merits and disadvantages of all presented strategies, while using the Tesla language and the T-Rex CEP engine. All presented distributed CEP engines are based on query splitting mechanisms. Srivastava et al. (2005) address the operator placement problem for in-network processing of queries with expensive filters. They define a new algorithm that can find the optimal placement of an operator with less cost, for a multi-way stream join together with filters. As stated by the authors, the proposed algorithm could fail to find the best placement of the operator. Bonfils and Bonnet (2003) propose an adaptive and decentralised algorithm to deal with the operator placement problem for in-network query processing. The proposed algorithm is based on the neighbour exploration technique. It allows to continuously refine the placement of an operator by exploring neighbours. The placement decision is taken at the level of each operator. The three approaches (Cugola and Margara, 2013; Srivastava et al., 2005; Bonfils and Bonnet, 2003) are based on rule splitting mechanisms and try to solve the operator placement issue, which is still considered as a challenging task and consequently difficult to solve. However, our approach does not have to deal with such kind of issues, since it is not based on rule splitting.

3 A dynamic CEP approach for Cloud performance monitoring and analysis

This section presents our dynamic CEP approach for Cloud performance monitoring and analysis, called D-CEP4CMA. D-CEP4CMA dynamically switches between different CEP architectures. First, we outline its general architecture. Second, we present the CEP architectures involved in the D-CEP4CMA life cycle. Finally, we describe the D-CEP4CMA algorithms that allow us to switch between the different CEP architectures.

3.1 The D-CEP4CMA architecture

Figure 1 shows the architecture of D-CEP4CMA. It consists of two main components: a multi-layer monitoring component and a CEP(s)-based analysis module.
The multi-layer monitoring component makes use of four monitoring modules. The first one, called S_Monitor, collects performance metrics related to the software layer. S_Monitor is based on AOP4CSM (Mdhaffa et al., 2011): an aspect-oriented monitoring tool for software-as-a-services (SaaS) parameters (like the execution and the communication times of a service). Axis and its related web services represent our software layer. The second one is P_Monitor. It gathers platform layer metrics. In our use case, the Java Virtual Machine (JVM) and Apache Tomcat constitute our platform layer. For this purpose, we have implemented the JVMSensor tool to collect related parameters. JVMSensor is based on Jconsole (http://www.openjdk.java.net/tools/svc/jconsole/). The third monitoring module, called VI_Monitor, collects virtual infrastructure parameters, in our case from Xen virtual machines. It makes use of Ganglia (http://www.ganglia.sourceforge.net) (Massie et al., 2004), IoStat (http://www.linux.die.net/man/1/iostat) and MpStat (http://www.linux.die.net/man/1/mpstat). The last one is PI_Monitor. It gathers Physical Infrastructure metrics. PI_Monitor is based on Ganglia (Massie et al., 2004), IoStat, MpStat and Xenmon (Gupta et al., 2005), since we use the Xen hypervisor (von Hagen, 2008).

The multi-layer monitoring component sends the collected data to the CEP engine(s) in our dynamic CEP architecture. CEP is a relatively new paradigm based on the principles of publish-subscribe systems (Cugola and Margara, 2012). CEP can be used to monitor, process and analyse elementary events to deduce complex events, describing the state of the monitored system. A CEP engine executes continuously running queries on incoming event streams; these queries are the analysis rules to monitor the behaviour of a Cloud environment. In this work, we use Esper (http://esper.codehaus.org/) as our CEP implementation. It is written in Java and implements rules as Event Processing Language (EPL) queries. The CEP engines, the main component of D-CEP4CMA, implement and process our performance analysis rules. The particular rules are based on a statistical analysis of the relationships between the gathered performance parameters on the different layers. In this paper, we only give two examples of analysis rules [see rules (1) and (2)], since the rules are not relevant in the context of our present work. The rules are described in another paper (Mdhaffar et al., 2014) and given at (http://www.redcad.org/members/mdhaffar/cep4cma/Fishbone.html). All rules run in the Esper CEP engine.

\[
R_1(T_{com} \uparrow, V_{BytesIn} \downarrow, \\
V_{BytesOut} \downarrow, \\
IOR_{reqDisk} \uparrow) //
\]

\[\text{Internal Failure, Physical layer, Many VMs accessing the disk}\]

(1)

\[
R_2(T_{exec} \uparrow, P_{Load} \uparrow, \\
IOR_{reqDisk} \uparrow) //
\]

\[\text{Internal Failure, Physical layer, Many VMs accessing the disk}\]

(2)

The presented rules [see rule (1) and (2)] allow us to detect a performance problem [i.e., a degradation of the communication and/or execution time(e)] related to high disk activities.

As previously mentioned, D-CEP4CMA dynamically switches between different CEP architectures. The used CEP architectures are described in the next section.

### 3.2 The CEP architectures

In this section, three CEP architectures for Cloud monitoring and analysis, a centralised architecture relying on a single CEP engine and two distributed architectures based on a set of cooperating CEP engines, are presented.

#### 3.2.1 A centralised CEP architecture

Figure 2 shows our centralised architecture for Cloud monitoring and analysis. It is based on a single CEP engine. The CEP engine processes all monitored data and detects failures in the Cloud using our analysis rules. The analysis rules are implemented as EPL queries within the Esper CEP engine.
The centralised CEP architecture suffers from two principal problems:

a) it has to process a potentially large number of events and thus may become a bottleneck.

b) it represents a single point of failure.

Therefore, it is not suitable for large Cloud computing environments. Consequently, D-CEP4CMA involves two other distributed CEP architectures to deal with the case of large Clouds. They are presented below.

3.2.2 Distributed CEP architectures

Figures 4 and 5 show two distributed CEP architectures for Cloud monitoring and analysis. They rely on ‘many’ CEP engines instead of a single one. The used CEP engines have two different roles and are able to communicate with each other. The first role is called ‘CEP manager’. It is taken by the CEP engine that processes the main analysis rules. Depending on the size of the Cloud, the distributed CEP architectures make use of one or several CEP managers(s). If several CEP managers are present, each CEP manager is responsible for a particular set of physical Cloud machines, and each of them operates independently without communicating with other CEP managers. The second role is called ‘CEP worker’. It is played by the rest of CEP engines. The CEP workers have two main tasks. First, they share the analysis tasks. Second, they filter events and only send pertinent events to the CEP manager. The first task is related to the distributed nature of the analysis, i.e., the monitoring data is not sent to a single CEP, but to many cooperative CEP workers. The second task concerns the functionality of filtering events. It is based on our Outlier Detector approach. When a CEP worker detects an outlier, it notifies the rest of CEP workers and the monitoring sensors. The latter send data to the CEP manager(s). The Outlier Detector approach is presented below.

3.2.2.1 The outlier detector

The outlier detector (see Figure 3) is based on robust statistics to calculate the z-score and detect outliers. Its life cycle consists of two phases. The first phase is the training period. During this phase, the outlier detector computes the values of the median and the mean absolute deviation (MAD) of its inputs. To calculate the median of a set of \( n \) values \((x_i)\), we sort them and calculate:

\[
\text{median} = \begin{cases} 
\frac{x_{\lfloor \frac{n+1}{2} \rfloor}}{2} & \text{if } n \text{ is odd,} \\
\frac{x_{\lfloor \frac{n}{2} \rfloor} + x_{\lfloor \frac{n}{2} \rfloor + 1}}{2} & \text{if } n \text{ is even}.
\end{cases}
\]

The MAD is the median of all absolute deviations, multiplied by a corrective coefficient [see formula (3)] (Rousseeuw and Hubert, 2011). The MAD is the median of all absolute deviations, multiplied by a corrective coefficient [see formula (3)] (Rousseeuw and Hubert, 2011). The median and the MAD are more robust against outliers than the mean and the standard deviation (SD), respectively (Rousseeuw and Hubert, 2011).

\[
MAD = 1.483 \times \text{median}_{j=1,n} \left| x_i - \text{median} \left( x_j \right)_{j=1,n} \right| 
\]  

(3)

The second phase is used to compute the z-score of the incoming monitored data \((x_i)\). The z-score of \( x_i \) is the difference between \( x_i \) and the median, divided by the MAD [see formula (4)] (Rousseeuw and Hubert, 2011).

\[
z\text{-score} = \frac{x_i - \text{median} \left( x_j \right)_{j=1,n}}{MAD}
\]  

(4)

Figure 3  The outlier detector (see online version for colours)
The z-score indicates whether the new incoming monitored value $x_i$ is an outlier. In fact, if the absolute value of the z-score exceeds 3, then $x_i$ is an outlier. Otherwise, $x_i$ is an acceptable value (Daszykowski et al., 2007). If $(|z|-score| < 3)$, the outlier detector computes the mean and the standard deviation, while using the new incoming value and the old computed median and MAD. We use the mean and the standard deviation in the second phase, since we are sure that the used values are not outliers. The use of robust statistical metrics (like the median and MAD) during the first phase is required, since outliers could often appear during the training period. However, it is more significant to use traditional statistical metrics during the second phase, since we are sure that all values, used to calculate the mean and the standard deviation, are not outliers. In fact, during the second phase we calculate the z-score of every new incoming data $x_i$, and check whether $x_i$ is an outlier. If $x_i$ is not an outlier, we use it to update the mean and the standard deviation. Otherwise, we keep the old values of the mean and the standard deviation (see Figure 3). Moreover, the mean and the standard deviation are more precise than the median and the MAD, respectively, in the absence of outliers.

The two distributed CEP architectures make use of the Outlier Detector. Their design and functionality are described below.

3.2.2.2 Design I

Figure 4 shows the first distributed CEP architecture based on multiple CEP engines. It is called ‘Design I’ in the remainder of this paper. Design I assigns a CEP worker to every Cloud machine (physical and virtual): one CEP worker per Cloud machine. The CEP workers are running on all physical and virtual machines of the Cloud. They communicate with the monitoring sensors (S) and their CEP worker neighbours. First, the sensors send the values of the monitored metrics to the CEP workers. Since the CEP workers implement the outlier detector, they process the received data and check whether there are outliers. If a CEP worker detects an outlier, it first sends the recorded data (at instant $t_i$) to the CEP manager, which is in charge of processing our performance analysis rules. Second, it notifies its CEP worker neighbours to ask them to send the last monitored data (recorded at $t_i$) to the CEP manager. Third, the CEP worker notifies the sensors and asks them to send the next $N$ data values to the CEP manager who processes the main analysis rules (see Figure 4). $N$ depends on the used analysis rules. It indicates how often the symptoms should be observed to detect an unwanted situation. Therefore, $N$ represents the number of required data values to process the analysis queries. Design I makes use of a few outlier detectors, related to pertinent metrics, and implements a selection algorithm that allows to only send pertinent data, regarding the detected outlier.
3.2.2.3 Design II

Figure 5 depicts the second distributed architecture, called Design II. It involves less CEP workers: one CEP worker per physical node. The CEP worker processes data coming from the physical node and its virtual machines. If one of the CEP workers detects an outlier, it sends and asks sensors/CEP workers neighbours to send monitored data to the CEP manager, as in Design I. Design II assigns outlier detectors to pertinent metrics, and implements a selection algorithm to send selected data to the CEP manager.

The centralised architecture, Design I and Design II have been experimentally evaluated in previous work (Mdhaffar et al., 2013). The evaluation was based on:

- quality analysis metrics, such as precision and recall
- performance indicators, such as load and network communication, of the Cloud machines
- performance indicators of the CEP manager, such as the load and the memory of its hosting machine.

The choice of these evaluation criteria is partially based on the relationships between them and the Cloud size. Indeed, the CEP manager machine memory and load metrics depend on the volume of events (i.e., monitoring results) processed by the CEP manager. The volume of these events is highly related to the Cloud size. In fact, the number of monitored events increases when the number of Cloud machines increases.

The lessons learned from the experimental evaluation (Mdhaffar et al., 2013) can be summarised as follows:

- The centralised architecture is a single point of failure, but it gives good results in terms of precision and recall. The centralised architecture is also more efficient than the distributed architectures, since it neither saturates the network nor the virtual machines. Thus, a centralised architecture should be used when a single CEP engine is able to handle all received data.
- A distributed architecture is more efficient than the centralised CEP architecture for large scale Cloud environments.

The evaluation results illustrate that from a performance point of view, we should not use a distributed CEP architecture, if a centralised CEP architecture could solve the problem. They also indicate that we have to migrate to a distributed architecture, if the amount of data to be processed by the CEP engine exceeds its capacities, in terms of load and used memory.

These conclusions have been used to propose the dynamic CEP architecture algorithms presented below.
3.2.3 Algorithms for a dynamic CEP architecture

The basic idea of our dynamic architecture is to take profit of the centralised and distributed architectures and avoid their disadvantages, while choosing the most suitable design. It is mainly based on the scale up and scale down algorithms shown in Figures 6 and 7, to decide whether to activate particular architectural components.

The scale up algorithm (see Figure 6) allows us to choose the suitable architectural design when the size of the Cloud goes up. It starts with a centralised CEP architecture relying on a single CEP engine. The scale up algorithm periodically checks whether the single CEP engine is overloaded, by comparing the load and the free memory of the physical machine hosting the CEP engine to the upper thresholds. If it is overloaded (in terms of memory or load), the algorithm switches to Design II, and activates the required number of components for Design II. It then checks whether Design II leads to an overloaded physical machine hosting the CEP manager. If this is the case, the algorithm switches to Design I, and activates the selection algorithm. Otherwise, the algorithm checks the network state by comparing bytes in/out to an adequate threshold. Actually, we measure the average of the bytes in/out of the Cloud machines to assess the network state of the Cloud. If the network state is acceptable, then the algorithm keeps Design II. Otherwise, it divides the physical Cloud machines into two groups and starts a new CEP manager for the new group, following the centralised design. In the case the algorithm has migrated to Design I, it checks the network state by measuring the bytes In/Out. If the network state is acceptable, it keeps Design I. In the opposite case, it switches to Design II, partitions the physical Cloud machines into two groups and activates a new CEP manager for the new group. The partitioning process is based on two key parameters: CEP_Id and Part_Id. CEP_Id identifies the CEP manager. It is equal to the IP address of its hosting machine. Every Cloud machine is identified by (CEP_Id, Part_Id), while Part_Id designates the partition number. It is either equal to 1 or to 2. If the switching algorithm decides to partition the Cloud machines into two groups, the machines with Part_Id equal to 2 will be assigned to the new CEP manager. Their CEP_Id value is equal to the IP address of the machine hosting the new CEP manager. The set of machines assigned to the old/new CEP manager are divided into two groups. The Part_Id of the first group is equal to 1, while the Part_Id of the second group is equal to 2.
The scale down algorithm allows us to choose the suitable architectural design when the size of the Cloud goes down. It periodically checks whether the number of used CEP managers is greater than 1. If only one CEP manager is used, the algorithm checks whether the centralised design is currently adopted. If the centralised design is not adopted, the scale down algorithm checks whether the CEP manager machine is under-used, by comparing the load and free memory values to the lower thresholds. If the CEP manager machine is under-used, the algorithm migrates to the centralised design. Otherwise, it keeps the current design. If there are many CEP managers (more than one), the scale down algorithm checks the load and the free memory values of all used CEP manager machines. If it detects that there are under-used CEP manager machines, our scale down algorithm checks their currently adopted design. If there is more than one CEP manager following the centralised design, our scale down algorithm replaces all pairs of CEP managers by a single CEP manager. If the centralised design was not adopted, the scale down algorithm migrates to the centralised design.

We use Ganglia to measure the load and the free memory metrics of the machine hosting the CEP manager. The load and the free memory thresholds are defined as follows. In both cases, the upper thresholds are equal to the sum of the corresponding mean value and the standard deviation. The lower threshold of the load is equal to the minimum (observed) value of the load minus the standard deviation. The lower threshold of the memory is equal to the maximum (observed value) of the memory plus the standard deviation. The mean, the minimum, the maximum and the standard deviation are obtained by measuring the load and free memory values of the machine running the CEP manager in normal conditions.

The checking period depends on:
- the size of the Cloud
- the frequency of receiving monitoring data
- the user preferences.
A short checking period implies a faster decision. However, a long period leads to a more accurate decision. It should be pointed out that the D-CEP4CMA algorithms (scale up and scale down) stop their operations for a period of time (WT) when a new CEP architecture is selected. This allows us to test the efficiency of the newly selected CEP architecture. If the performance indicators of the CEP manager have improved after the end of the WT period, then the selected CEP architecture is the best one for this Cloud and should be kept until the size of the Cloud changes. Otherwise, the D-CEP4CMA algorithms resume their search for a suitable CEP architecture. The WT period is the time needed by the machine running the CEP manager to reach its normal behaviour after a degradation of its performance parameters. In our work, we have experimentally measured the WT period.

4 Experimental evaluation

This section describes the testbed and the conducted experiments for evaluating D-CEP4CMA.

4.1 Testbed

Figure 8 shows the used test bed. It consists of five physical machines. One of them is used as the Cloud controller. It has a 64-bit CPU, with 250 GB of disk, and 16 GB of RAM. The four remaining machines play the role of compute nodes. They host the virtual machines (instances). Each compute machine has a 64-bit CPU, with 250 GB of disk, and 32 GB of RAM. The Ubuntu Server 12.04 TLS is used as the operating system of the physical machines. We have installed the OpenStack Cloud Platform (Folsom release) on the physical machines, to create and manage our private Cloud environment. The used virtualisation technology is Xen Server. We have created an image satisfying the requirements of our use case, and uploaded it to our OpenStack platform. The created image is based on the Ubuntu Cloud image. We launched 80 virtual machines (instances), using OpenStack Horizon. Each compute machine hosts 20 virtual machines (VMs). Each VM has one virtual CPU and 1 GB of RAM, with 8 GB of disk. The CEP workers are running on the Cloud components (compute nodes and virtual machines). The CEP manager is running on a separate machine. It has a 64-bit CPU, with 4 GB of RAM and 140 GB of disk. The CEP manager machine is running under an Ubuntu Server 12.04 TLS.

4.2 Experiments

The conducted experiments are partitioned into three groups. The first group is concerned with measuring the time (IT) when D-CEP4CMA stops operating to switch between two CEP architectures, called the inactivity time of D-CEP4CMA. The second group of experiments evaluates D-CEP4CMA in terms of precision and recall. The last group of experiments evaluates the impact of D-CEP4CMA on the machine running the CEP manager in terms of computational load and used memory.

4.2.1 Inactivity time of D-CEP4CMA

To evaluate the inactivity time, we run D-CEP4CMA for one hour, while varying the number of physical machines composing the Cloud (1 .. 4).

The first experiment was performed with a single Cloud machine (i.e., 20 virtual machines). The centralised CEP architecture was kept until the end of this experiment. Therefore, the inactivity time is equal to 0.
In the second experiment, we added a second machine to the Cloud. We noticed that D-CEP4CMA turned the centralised CEP architecture off after five minutes, and replaced it by Design II. The latter was kept until the end of the experiment. The inactivity time was about seven seconds.

The third experiment was performed with three Cloud machines (i.e., 60 virtual machines). Like before, D-CEP4CMA migrated to Design II after five minutes. However, D-CEP4CMA did not keep Design II until the end of the experiment. It switched to Design I 23 minutes later. Then, Design I was kept until the end of this experiment. The inactivity time is the sum of

- the time needed to switch to Design II
- the time spent to migrate to Design I.

The inactivity time recorded in this experiment was about 20 seconds.

In the last experiment, our Cloud testbed consisted of four physical machines (i.e., 80 virtual machines). The observed behaviour of D-CEP4CMA was similar to the third experiment. D-CEP4CMA migrated to Design II 2 minutes after the start of the experiment. Then, Design II was adopted by D-CEP4CMA for the next 22 minutes. Afterwards, DCEP4CMA decided to migrate to Design I. The inactivity time was around 22 seconds.

These experiments indicate that the highest value of the inactivity time is about 22 seconds. This value is negligible, in comparison to the duration of the experiment (one hour).

4.2.2 D-CEP4CMA: precision/recall

To assess the merits of D-CEP4CMA, we compare it to the centralised architecture, Design I and Design II, in terms of precision and recall.

The precision expresses the ability of the CEP architectures to generate correct alarms. It is determined by calculating the ratio of the number of true alarms to the number of all alarms [see formula (5)].

\[
\text{Precision} = \frac{TP}{TP + FP} \quad \text{(Salfer et al., 2010)}
\]

where TP is the number of true positives (correct alarms); and FP is the number of false positives (false alarms).

The recall is defined as the ratio of correct alarms to the number of true failures [see formula (6)]. It represents the probability of detecting true failures.

\[
\text{Recall} = \frac{TP}{TP + FN} \quad \text{(Salfer et al., 2010)}
\]

where FN is the number of false negatives (missed alarms).

Our comparison between the different CEP architectures (D-CEP4CMA, centralised architecture, Design I and Design II) is based on studying them separately in the same conditions. For each CEP architecture, we

- injected 30 I/O failures on the virtual machines
- observed the behaviour of each architecture by measuring the number of true alarms, false alarms and missing alarms.

The I/O failures were injected via the use of Dbench (http://www.dbench.samba.org/). Dbench is a benchmark that produces I/O load: It launches concurrent clients that conduct I/O tasks. The obtained results are summarised in Table 1. It indicates that D-CEP4CMA achieves the same results as the Centralised Architecture in terms of recall and precision. However, it does not suffer from its disadvantages in terms of becoming a bottleneck and a single point of failure.

4.2.3 Impact of D-CEP4CMA on the machine of the CEP manager

The third group of experiments allows us to compare the performance impact of DCEP4CMA on the machine running the CEP manager to the other CEP architectures (centralised architecture, Design I and Design II). For this purpose, we executed the analysis functionality in the different CEP architectures in normal conditions for one hour, and we measured the load and the free memory of the physical machine hosting the CEP manager.

<table>
<thead>
<tr>
<th>Table 1 Evaluation of CEP architectures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralised architecture</td>
</tr>
<tr>
<td>TP</td>
</tr>
<tr>
<td>FP</td>
</tr>
<tr>
<td>FN</td>
</tr>
<tr>
<td>Precision</td>
</tr>
<tr>
<td>Recall</td>
</tr>
</tbody>
</table>
Figure 9 shows that D-CEP4CMA has a negligible impact on the machine running the CEP manager. The average load of the physical machine hosting the CEP manager in D-CEP4CMA is lower than the average load measured in the case of the centralised architecture and Design II. However, the average load of the physical machine hosting the CEP manager in Design I is slightly lower than the average load measured in the case of D-CEP4CMA. This is related to the D-CEP4CMA strategy. In fact, it uses a centralised CEP architecture during the first stages of its life cycle. This increases the average load of the machine hosting the CEP manager.

Figure 9 Comparison of CEP architectures: CEP manager machine load (see online version for colours)

Figure 10 indicates that the machine running the CEP manager consumes less memory in the dynamic CEP architecture (D-CEP4CMA) and Design II. The average free memory of the CEP manager machine in D-CEP4CMA is lower than the average memory measured in the case of Design II. This is due to the D-CEP4CMA methodology. Actually, it uses a centralised design during its first phases. This leads to a decrease of the average free memory.

Figure 10 Comparison of CEP architectures: CEP manager machine free memory (see online version for colours)

5 Conclusions

In this paper, a dynamic architecture for Cloud performance monitoring and analysis, called D-CEP4CMA, has been presented. It is based on the methodology of CEP. D-CEP4CMA has been designed to dynamically switch between different centralised and distributed CEP architectures depending on the current machine load and network traffic conditions in the observed Cloud environment. It perfectly fits to the elasticity property of Clouds, since it allows us to use the required number of CEP engines when new machines join/leave the Cloud.

The conducted experiments have illustrated the merits of D-CEP4CMA. The results have shown that the inactivity time is negligible, in comparison to the whole system life cycle. Moreover, they have indicated the performance of D-CEP4CMA in terms of precision and recall. Furthermore, our experimental results have demonstrated that the proposed dynamic architecture does not overload the machine running the CEP manager.

There are several directions for future work. First, we plan to improve the switching mechanism of D-CEP4CMA to reduce the inactivity time. Second, we aim to evaluate the dynamic CEP architecture in a large scale Cloud environment. Finally, we plan to apply this architecture in the context of security monitoring and analysis and evaluate its results.
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Notes

1 In the centralised CEP architecture, the CEP manager corresponds to the used (single) CEP engine.