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Abstract—P2P video streaming is receiving enormous attention, and when video is involved, the efficient use of the network becomes a very important issue, especially if live applications are addressed. In this work we study properties of Push/Pull protocols for the exchange of video chunks in non-structured systems. Push/Pull protocols are a broad class of chunk exchange mechanisms where peers alternate phases where they actively send chunks to other peers, with phases where they seek for missing chunks from other peers. We focus on the properties of the protocol, trying to gain insight on the distributed exchange mechanism itself. Then, we explore how performances can be improved if peers, in selecting the peers to exchange information with, also consider network level parameters, namely the round trip delay.

I. INTRODUCTION AND SYSTEM ASSUMPTIONS

P2P distribution systems, where a single information source disseminate a content to a large number of peers, are receiving a lot of attention from both the scientific community and industry, with video services booming both in live streaming mode and on demand. Among these systems, those based on chunkization of the information and swarm-like distribution of the chunks over a non-structured overlay are the most successful, (see for instance commercial applications like PPlive, SopCast, UUsee, TVAnts, etc., or scientific literature [5], [3], [9]).

In this paper we introduce a new class of protocols with zero contention derived from [4], [13]. This class is based on Push and Pull phases executed by peers in order to distribute the content among participants. Push and Pull operations are asynchronous and active and passive node behaviors are independent, coupled only by the access to the networks. Signaling ensures contention-free chunk delivery with high bandwidth efficiency. Then we enhance the protocol with RTT (Round Trip Time) based delay-awareness to investigate how network-aware applications can improve not only network usage, but also their own performance.

The main differences between a streaming system and the dissemination of file-based contents are: i) streaming systems have real-time (hard or soft) requirements; ii) information generation in streaming systems is periodic; and iii) streaming systems do not require the dissemination of the entire content, but a certain percentage (e.g., 1% or 5%) of the information can be lost without jeopardizing the service.

II. PUSH/PULL PROTOCOLS

The Push/Pull protocols are inspired by [4]. However, the model analyzed there is a high level abstraction, with little resemblance to real-life protocols. We have defined an asynchronous, distributed protocol with proper state machines for both the transmitter and receiver side, defining signaling to avoid conflicts and chunks duplications, thus becoming friendly in resource usage. Signaling can be piggybacked on chunks when feasible, reducing overhead. Bandwidth overhead is in any case marginal, while the additional negotiation delay may ruin performance as discussed later. Contrary to [10] we do not aim at building implicit distribution trees, but at keeping a dynamic and flexible alternation of Push and Pull phases, which, as discussed in the sequel, achieve jointly the contrasting goals of diffusing fresh information to other peers and retrieve missing chunks locally. Early results on these protocols were discussed in [13].

In their most general form Push/Pull protocols work as described by the algorithm in Fig. 1. Each peer $P_i$ is completely independent from the others in its decisions and there is no timing coordination, apart from the fact that chunks are timestamped from the source. This definition differs radically from the asymptotic analysis of [4], where global coordination is considered and the system works in cycles with all peers being synchronized either in Pull of Push state. The notation we use in this paper is reported in Table I. We usually refer to state with capital letter (e.g., Push) while the messages are with small letters (e.g., pull).

In general, a peer can follow any algorithm to select the chunk and peer for scheduling either the push or the pull (functions ChunkSelect and PeerSelect in Fig. 1). Then the peer will verify if the exchange is useful with a signaling message before proceeding to the actual chunk transfer itself. Finally, the protocol will decide the next Push/Pull state as a function of the current state and the result of the previous exchange.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$, $P_i$</td>
<td>Set of peers; i-th peer</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Set of neighbors of peer i</td>
</tr>
<tr>
<td>$C$, $C_j$</td>
<td>Chunks set composing the stream; j-th chunk</td>
</tr>
<tr>
<td>$T_c$</td>
<td>Chunk emission interval</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Max number of active either uploads or downloads</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Max number of passive either uploads or downloads</td>
</tr>
<tr>
<td>$n_a$</td>
<td>Max number of push or pull attempts</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Set of chunks to either push or pull</td>
</tr>
</tbody>
</table>

TABLE I
NOTATION AND SYMBOLS USED IN THE PAPER.

We are interested in protocols where peers do not exchange information about their state prior to scheduling so that...
the peers do not maintain any status relative to their neighbors, making the protocol inherently robust to dynamic neighborhood management. Specializing the algorithm in Fig. 1 to operate without knowledge about neighbors’ state and with the alternation logic just described, the algorithm reported in Fig. 2 is obtained: each node actively contributes to the streaming by propagating fresh information via Push (Latest function); the Pull is devoted to retrieve locally missing chunks (OldestMissing function), thus it does not contribute to the streaming, but only to enhance local quality.

1: at every peer $P_i$
2: repeat
3: if $S == \text{PUSH}$ then
4: $P_j = \text{PeerSelect}(N_i)$
5: $C_c = \text{ChunkSelect}(C_i)$
6: Transmit($P_j,C_c$)
7: $S = \text{NextState}(\text{PUSH,Transmit})$
8: else if $S == \text{PULL}$ then
9: $P_j = \text{PeerSelect}(N_i)$
10: $C_c = \text{ChunkSelect}(C_i)$
11: $S = \text{NextState}(\text{PULL,Receive})$
12: end if
13: until the stream is finished

Fig. 1. Generic algorithm for Push/Pull protocols at node $P_i$.

The algorithm defines the active behavior of peers, when they propose an exchange. In particular, during Push, each node offers a set of chunks to some neighbors, actually pushing only to the first neighbor that accepts, while the others are refused explicitly; in Pull the node requests a set of chunks to its neighbors, accepting only the first positive reply, refusing the others. The protocol description is completed by the passive node’s behavior, when a node is queried by other peers: each node may receive many offers of push, accepting only missed chunks and refusing the others, while it satisfies only one pull requests among all received. Clearly, a node can chose its own active state, so that it can decide to be either in Push or Pull state, but it cannot control the type of exchanges with closest neighbors. A simple way to do this is selecting peers in the neighborhood $N_i$ based on a probability distribution function build as follows:

\[
V_{i,j} = \frac{1}{RTT_{i,j}}, \quad i,j \in \mathcal{P} \tag{1}
\]

\[
SV_i = \sum_j V_{i,j}, \quad j \in N_i \tag{2}
\]

\[
P_i(j) = V_{i,j}/SV_i \tag{3}
\]

This choice reduces the average time $T_c$ required to exchange each chunk between any peer, which in turn will significantly reduce the overall diffusion time, since the diffusion time is comprised between $T_c[|\mathcal{P}|$ for systems based on a distribution chain, and $T_c[\log_2{|\mathcal{P}|}]$ for optimal systems that double the number of chunk replicas at every new transmission [6].

In some cases the delay oriented peer selection may suffer from repeated selection of the same neighbors, that reduces the correct spreading of information, building chains of
peers instead of swarms. For this reason the peer selection is poisoned, so that the same peer can be selected again only after \( 2T_s \). We assume that a chunk can be transmitted within \( T_s \), and we recall that nodes alternate Push and Pull, so the maximum time between two Push phases in the same node is \( 2T_s \), while on average multiple Push and Pull will alternate in this time. Without this threshold, a peer may push two or more consecutive chunks to the same peer, which may end up propagating only the last one via Push, while the others linger behind and will finally be retrieved via Pull, increasing their diffusion delay as a consequence. This poisoning guarantees a correct distribution of fresh content via Push.

### III. Performance Metrics

We define the transfer delay of a chunk as

\[
\delta_p(c) = T_p(c) - T_{out}(c)
\]

where \( T_p(c) \) is the time in which peer \( p \) receives chunk \( c \), and \( T_{out}(c) \) is the time the source generated chunk \( c \). \( \delta_p(c) \) is the diffusion delay averaged over multiple realizations of the simulation. The following performance metrics are investigated:

- **a) CDF of the average chunks’ transfer delay**: The average diffusion delay for chunk \( c \) is

\[
\overline{\delta}(c) = \frac{\sum_p \delta_p(c)}{|P|}, \quad c \in C, p \in P
\]

Then, we compute the Cumulative Distribution Function (CDF) over all chunks.

- **b) CDF of the average transfer delay among peers**: The average chunks’ diffusion delay at peer \( p \) is

\[
\overline{\delta}(p) = \frac{\sum_c \delta_p(c)}{|C|}, \quad p \in P, c \in C
\]

We then compute the CDF over all peers.

- **c) Histogram of the chunks diffusion delay**: It is the measured probability density function (pdf) of chunks’ diffusion delay averaged over realizations. Here each chunk, at each peer, provides a point of the estimated pdf. The histogram is computed over \(|C| \times |P| \) points. The bin size is 0.5 sec.

### IV. Experimental Setup

We have implemented the push/pull protocols described in Sec. II in PeerSim (http://peersim.sourceforge.net/), which is a java-based P2P simulator.

The overlay topology graph \( G(P, E) \) is randomly built, in general having an \( n \)-regular random graph as a good model\(^1\). The topology is built selecting \( |N| \in P \) neighbors at random for each node, with symmetrical connections: \( e(i,j) \rightarrow e(j,i), i,j \in P \) (\( e(\cdot,\cdot) \in E \) by construction). We use \(|N| = 16 \); larger neighborhoods improve performance.

As parameter to tune the application to the network we consider the RTT for several reasons: i) The signaling phase is heavily affected by delay; ii) RTTs between peers are easily measured even at the application layer and are not much affected by correlations; iii) RTT delay is an indication of how far peers are in terms of hops, so that choosing closer peers will also reduce the global amount of network resources used. We assume that the size of control messages is negligible (a few tens of bytes), so that the message transfer delay on every connection \( e(i,j) \) is roughly \( 1/2 \) of the RTT. In the simulations we model the RTT of connections with a random variable extracted from a uniform distribution between \([\delta_{\text{min}} / \delta_{\text{max}}] \) ms. RTTs from \( i \) to \( j \) and vice versa are the same.

We define the transfer delay of a chunk as

\[
\delta_p(c) = T_p(c) - T_{out}(c)
\]

where \( T_p(c) \) is the time in which peer \( p \) receives chunk \( c \), and \( T_{out}(c) \) is the time the source generated chunk \( c \). \( \delta_p(c) \) is the diffusion delay averaged over multiple realizations of the simulation. The following performance metrics are investigated:

- **a) CDF of the average chunks’ transfer delay**: The average diffusion delay for chunk \( c \) is

\[
\overline{\delta}(c) = \frac{\sum_p \delta_p(c)}{|P|}, \quad c \in C, p \in P
\]

Then, we compute the Cumulative Distribution Function (CDF) over all chunks.

- **b) CDF of the average transfer delay among peers**: The average chunks’ diffusion delay at peer \( p \) is

\[
\overline{\delta}(p) = \frac{\sum_c \delta_p(c)}{|C|}, \quad p \in P, c \in C
\]

We then compute the CDF over all peers.

- **c) Histogram of the chunks diffusion delay**: It is the measured probability density function (pdf) of chunks’ diffusion delay averaged over realizations. Here each chunk, at each peer, provides a point of the estimated pdf. The histogram is computed over \(|C| \times |P| \) points. The bin size is 0.5 sec.

We consider a mildly popular stream with \(|P| = 1000 \) peers and \(|C| = 4000 \) chunks. We limit the accepted number of downloads to ten (\( \rho_{\text{down}} = 10 \)), allowing parallel downloads, and each node can satisfy at most one pull per time (\( \rho_{\text{up}} = 1 \)). In Push each node proposes a window of size \( \omega_{\text{push}} \) chunks to its neighbors, while in Pull it requests a set of \( \omega_{\text{pull}} \) chunks. We usually set \( \omega_{\text{push}} = \omega_{\text{pull}} \), referring to them with \( \omega \), as also \( \alpha_{\text{up}} = \alpha_{\text{down}} \), indicating their values with \( \alpha \). We limit the maximum number of attempts \( n_a = 1 \).

We investigate bandwidth homogeneous networks to simplify results interpretation. The system is at steady-state (peers in the overlay are stable). Peers try to retrieve all chunks of the stream, so that we can evaluate the tail behavior of the system; if an application may tolerate, say, 5\% losses, it is enough to read pdf plots at 95\% \( \alpha \). We do in Fig. 5.
V. Results

We discuss a set of results highlighting the role of the Push and Pull phases in the information delivery, and results showing the impact of RTT on the delay experienced by peers through the comparison of the Random (R) and Delay based (D) peer selection. Further details on this study can be found in [14].

A. The Role of Push and Pull

Fig. 3 highlights the different role of the Push and Pull states, and how they contribute to the pdf of chunks distribution. We can see that Push phase has lower delay and spreads the greater part of the chunks, while the Pull experiences the largest delay due to blind search for retrieving the missing chunks. We expect such a behavior because the Push is the active part of the distribution process, while Pull is a local recovery mechanism. The quantitative difference is however much larger than one can expect. The shape of the pulled chunks delay distribution shows lighter tails as $B_p$ increases, since many more chunks are diffused via Push, so the number of pulls become smaller and the probability to find a chunk via pull becomes higher.

![Fig. 3. Histogram of chunks’ diffusion delay for Push and Pull mechanism, for $B_p = \{1.9, 2.4, 2.9, 3.4\}$, and RTT $[10 \div 250]$ ms.](image)

B. Impact of Choice and Parallel Signaling

Fig. 4 shows the effect of varying the number of messages issued in each phase, and of providing a window of $\omega$ possible chunks during negotiation. First we focus on random peer selection, and then we describe the delay oriented one. We fixed $B_p = 1.9$, because in this situation the basic Push/Pull protocol ($\alpha = 1; \omega = 1$) does not provide satisfactory performance, as shown by the dashed line in Fig. 4. For $\alpha = 1$ and $\omega = 4$, offering multiple chunks leads to a clear reduction in diffusion delay, and the tail becomes smaller, as shown by the two-dotted curve. When we set $\alpha = 4$ and $\omega = 1$, the protocol achieves lower average diffusion delay, but the distribution tail remain important (short dashed line in Fig. 4), because some chunks are not properly diffused and remain rare. The combination of parallel signaling ($\alpha = 4$) and more choice among chunks negotiation ($\omega = 4$), reaches satisfactory results (dotted curve). The corresponding curve has a negligible tail above 12 s, and its mass is well concentrated around the mode at 9.55. Focusing now on the delay aware peer selection, always achieves better results, with negligible tails. In particular, with $\alpha = 1$ and $\omega = 1$ the delay aware selection limits the diffusion delay to roughly 14 s, while the corresponding curve with random selection has a tail extending beyond 20 s. When $\alpha = 1$ and $\omega = 4$, the curve becomes narrower and within 12 s, while for $\alpha = 4$ and $\omega = 1$, the curve shifts to the left, obtaining a meaningful diffusion delay reduction. Finally, for $\alpha = 4$ and $\omega = 4$, the combination of parallel signaling and the possibility of choosing among chunks, with the delay oriented peer selection, leads to lower delays than all the others, as shown by the solid line.

![Fig. 4. Histogram of chunks’ diffusion delay among all peers for different values of $\omega, \alpha$: $B_p=1.9$, and RTT $[10 \div 250]$ ms.](image)

C. Impact of Upload Bandwidth

We continue our analysis allowing both parallel signaling and allowing choice during chunks negotiation, i.e., with $\alpha = 4$ and $\omega = 4$. Fig. 5 presents the 95th-percentile of chunks’ diffusion delay, for different uploads configurations, and RTT distribution $[10 \div 250]$ and $[10 \div 500]$ ms. Again, the delay aware peer selection shows that our intuition is right, achieving an average diffusion delay lower than the random peer selection one, especially with small upload bandwidth. Increasing the maximum RTT, the delay aware selection shows a larger gain even when bandwidth resources are very high. Although we double the RTT delay, the delay aware selection does not reflect a proportional increase in chunks’ diffusion delay for the same upload bandwidth: the difference remains around 1.5 times.

In Fig. 6 we focus our attention on RTT between $[10 \div 500]$ ms, showing its impact for different upload bandwidth. In this case the RTT heavily impacts chunks’ diffusion delay, and increasing the upload bandwidth the RTT becomes the main part of chunks’ diffusion delay. For this reason neighbors selection should be done carefully, reducing the impact of the RTT and its propagation in chunks’ distribution. The curves become narrower as $B_p$ increases, for both random and delay oriented selection. However, the delay oriented approach always achieves lower delay than the random one, reducing the average chunks’ diffusion delay experienced by peers, giving useful information for computing buffering time and timeout for chunks to be pulled.
The overall insight gained on the Push/Pull system shows that with resources which are no larger than two times the stream rate, the streaming is sustainable and efficient (the protocol ensures small overhead), a result that with protocols exploiting only push or pull mechanism is achieved only at the price of state exchange between peers.

Further research include exploring churn impact, heterogeneity of nodes and different overlay construction mechanisms, as well as better network models, and more efficient implementations of the Push/Pull protocol, e.g., by allowing signaling to be in parallel with data transmission.
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