Application of machine learning techniques for supply chain demand forecasting
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Abstract

Full collaboration in supply chains is an ideal that the participant firms should try to achieve. However, a number of factors hamper real progress in this direction. Therefore, there is a need for forecasting demand by the participants in the absence of full information about other participants’ demand. In this paper we investigate the applicability of advanced machine learning techniques, including neural networks, recurrent neural networks, and support vector machines, to forecasting distorted demand at the end of a supply chain (bullwhip effect). We compare these methods with other, more traditional ones, including naïve forecasting, trend, moving average, and linear regression. We use two data sets for our experiments: one obtained from the simulated supply chain, and another one from actual Canadian Foundries orders. Our findings suggest that while recurrent neural networks and support vector machines show the best performance, their forecasting accuracy was not statistically significantly better than that of the regression model.
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1. Introduction

Recently, firms have begun to realize the importance of sharing information and integration across the stakeholders in the supply chain (Zhao et al., 2002). Although such initiatives reduce forecast errors, they are neither ubiquitous nor complete and forecast errors still abound. Collaborative forecasting and replenishment (CFAR) permits a firm and its supplier-firm to coordinate decisions by exchanging complex decision-support models and strategies, thus facilitating integration of forecasting and production schedules (Raghunathan, 1999). However, in the absence of CFAR, firms are relegated to traditional forecasting and production scheduling. As a result, the firm’s demand (e.g., the manufacturer’s demand) appears to fluctuate in a random fashion even if the final customer’s demand has a predictable pattern. Forecasting the manufacturer’s demand under these conditions becomes a challenging task due to a well-known
“bullwhip effect” (Lee et al., 1997a) – a result of information asymmetry.

The objectives of this research are to study the feasibility and perform a comparative analysis of forecasting the distorted demand signals in the extended supply chain using non-linear machine learning techniques. More specifically, the work focuses on forecasting the demand at the upstream end of the supply chain. The main challenge lies in the distortion of the demand signal as it travels through the extended supply chain. Our use of the term extended supply chain reflects both the holistic notion of supply chain as presented by Tan (2001) and the idealistic collaborative relationships suggested by Davis and Spekman (2004).

The value of information sharing across the supply chain is widely recognized as the means of combating demand signal distortion (Lee et al., 1997b). However, there is a gap between the ideal of integrated supply chains and the reality (Gunasekaran, 2004). A number of factors could hinder such long-term stable collaborative efforts. Premkumar (2000) lists some critical issues that must be addressed in order to permit successful supply chain collaboration. These issues include:

- alignment of business interests;
- long-term relationship management;
- reluctance to share information;
- complexity of large-scale supply chain management;
- competence of personnel supporting supply chain management;
- performance measurement and incentive systems to support supply chain management.

In most companies these issues have not yet been addressed in any attempts to enable effective extended supply chain collaboration (Davis and Spekman, 2004). Moreover, in many supply chains there are power regimes and power sub-regimes that can prevent supply chain optimization (Cox et al., 2001; Watson, 2001). “Hence, even if it is technically feasible to integrate systems and share information, organizationally it may not be feasible because it may cause major upheavals in the power structure” (Premkumar, 2000, p. 62). Furthermore, it has been mathematically demonstrated, that while participants in supply chains may gain certain benefits from advance information sharing, it actually tends to increase the bullwhip effect (Thonemann, 2002).

Another complicating factor is the possibility of the introduction of inaccurate information into the system. Inaccurate information too would lead to demand distortion, as was the case reported in a study of the telecom industry demand chain where some partners were double forecasting and ration gaming (Heikkilä, 2002), despite the fact that there was a collaborative system in place and a push for the correct use of this system.

Finally, with the advance of E-business there is an increasing tendency towards more “dynamic” (Vakharia, 2002) and “agile” (Gunasekaran and Ngai, 2004; Yusuf et al., 2004) supply chains. While this trend enables the supply chains to be more flexible and adaptive, it could discourage companies from investing into forming long-term collaborative relationships among each other due to the restrictive nature of such commitments.

The above reasons are likely to impede extended supply chain collaboration, or may cause inaccurate demand forecasts in information sharing systems. In addition, the current realities of businesses today are that most extended supply chains are not collaborative all the way upstream to the manufacturer and beyond, and, in practice, are nothing more than a series of dyadic relationships (Davis and Spekman, 2004). In light of the above considerations, the problem of forecasting distorted demand is of significant importance to businesses, especially those operating towards the upstream end of the extended supply chain.

In our investigation of the feasibility and comparative analysis of machine learning approaches to forecasting manufacturer’s distorted demand, we will use concrete tools, including Neural Networks (NN), Recurrent Neural Networks (RNN), and Support Vector Machines (SVM). The performance of these machine learning methods will be compared against baseline traditional approaches including naïve forecasting, moving average, linear regression, and time series models. We have included two sources of distorted demand data for our analysis. The first source is based on a simulation of the extended supply chain and the second one derives from the estimated value of new orders received by Canadian Foundries (StatsCan, 2003).

The remainder of the paper reviews the background and related work for demand forecasting in the extended supply chain; introduces the machine learning approaches included in our analysis; reviews the data sources; and describes and compares the results of our experiments with different
forecasting methods. The paper concludes with the discussion of findings and directions for future research.

2. Background

One of the major purposes of supply chain collaboration is to improve the accuracy of forecasts (Raghunathan, 1999). However, since, as discussed above, it is not always possible to have the members of a supply chain work in full collaboration as a team, it is important to study the feasibility of forecasting the distorted demand signal in the extended supply chain in the absence of information from other partners. Therefore, although minimizing the entire extended supply chain’s costs is not the primary focus of this research, we believe that improved quality of forecasts will ultimately lead to overall cost savings. The use of simulation techniques has shown that genetic algorithm-based artificial agents can achieve lower costs than human players. They even minimize costs lower than the “1–1” policy without explicit information sharing (Kimbrough et al., 2001). Analysis of forecasting techniques is of considerable value for firms, as it has been shown that the use of moving average, naïve forecasting or demand signal processing will induce the bullwhip effect (Dejonckheere et al., 2003). Autoregressive linear forecasting, on the other hand, has been shown to diminish bullwhip effects, while outperforming naïve and exponential smoothing methods (Chandra and Grabis, 2005).

In this paper, we will analyze the applicability of machine learning techniques to demand forecasting in supply chains.

The primary focus of this work is on facilitating demand forecasting by the members at the upstream end of a supply chain. The source of the demand distortion in the extended supply chain simulation is demand signal processing by all members in the supply chain (Forrester, 1961). According to Lee et al. (1997b), demand signal processing means that each party in the supply chain does some processing on the demand signal, transforming it, before passing it along to the next member. As the end-customer’s demand signal moves up the supply chain, it is increasingly distorted because of demand signal processing. This occurs even if the demand signal processing function is identical in all parties of the extended supply chain. The phenomenon could be explained in terms of chaos theory, where a small variation in the input could result in large, seemingly random, behavior in the output of the chaotic system (Kullback, 1968).

The top portion of Fig. 1 depicts a model of the extended supply chain with increasing demand dis-
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**Fig. 1.** Distorted demand signal in an expanded supply chain.
toration and which includes a collaboration barrier. The latter could be defined as the link in the supply chain at which no explicit forecast information-sharing occurs between the partners. Thus, our objective is to forecast future demand (far enough in advance to compensate for the manufacturer’s lead time) based only on past manufacturer’s orders. To this end, we will investigate the utility of advanced machine learning techniques. Consequently, we suggest that if an increase in forecasting accuracy can be achieved, it will result in lower costs because of reduced inventory as well as increased customer satisfaction that will result from an increase in on-time deliveries. In the bottom portion of Fig. 1, we depict the effect of distorted demand forecasting.

Basic time series analysis (Box, 1970) will be used in this research as one of the “traditional” methods against which the performance of other advanced techniques will be compared. The latter include Neural Networks, Recurrent Neural Networks, and Support Vector Machines. Neural Networks (NN) and Recurrent Neural Networks (RNN) are frequently used to predict time series (Dorffner, 1996; Herbrich et al., 2000; Landt, 1997; Lawrence et al., 1996). In particular, RNN are included in the analysis because the manufacturer’s demand is considered a chaotic time series. RNN perform back-propagation of error through time that permits learning patterns through an arbitrary depth in the time series. This means that even though we provide a time window of data as the input dimension to the RNN, it can match pattern through time that extends further than the provided current time window because it has recurrent connections. Support Vector Machines (SVM), a more recent learning algorithm that has been developed from statistical learning theory (Vapnik, 1995; Vapnik et al., 1997), has a very strong mathematical foundation, and has been previously applied to time series analysis (Mukherjee et al., 1997; Rüping and Morik, 2003).

3. Supply chain demand forecasting techniques

The forecasting techniques used in our analysis include:

- Naïve Forecast
- Average
- Moving Average
- Trend
- Multiple Linear Regression
- Neural Networks
- Recurrent Neural Networks
- Support Vector Machines

The naïve forecast is one of the simplest forecasting methods and is often used as a baseline method against which the performance of other methods is compared. It simply uses the latest value of the variable of interest as a best guess for the future value. The moving average forecast uses the average of a defined number of previous periods as the future forecasted demand. Trend-based forecasting is based on a simple regression model that takes time as an independent variable and tries to forecast demand as a function of time. The multiple linear regression model tries to predict the change in demand using a number of past changes in demand observations as independent variables. Thus, it is an autoregressive model.

We consider these first five of the techniques as “traditional”, and the remaining as more “advanced”. We expect that the advanced methods will outperform the more traditional ones, since:

- The advanced methods incorporate non-linear models, and as such could serve as better approximations than those based on linear models;
- We expect to have a significant level of non-linearity in demand behavior as it exhibits complex behavior.

In the remainder of the section, we will briefly overview the advanced forecasting techniques.

3.1. Neural networks

Although artificial neural networks could include a wide variety of types, here we refer to most commonly used feed-forward error back-propagation type neural nets. In these networks, the individual elements (“neurons”) are organized into layers in such a way that output signals from the neurons of a given layer are passed to all of the neurons of the next layer. Thus, the flow of neural activations goes in one direction only, layer-by-layer. The smallest number of layers is two, namely the input and output layers. More layers, called hidden layers, could be added between the input and the output layer. The function of the hidden layers is to increase the computational power of the neural nets. Provided with sufficient number of hidden units, a
neural network could act as a “universal approximator”.

Neural networks are tuned to fulfill a required mapping of inputs to the outputs using training algorithms. The common training algorithm for the feed-forward nets is called “error back-propagation” (Rumelhart et al., 1986). This is a supervised type of training, where the desired outputs are provided to the NN during the course of training along with the inputs. The provided input–output couplings are known as training pairs, and the set of given training pairs is called the training set. Thus, neural networks can learn and generalize from the provided set of past data about the patterns in the problem domain of interest.

### 3.2. Recurrent neural networks

Recurrent neural networks allow output signals of some of their neurons to flow back and serve as inputs for the neurons of the same layer or those of the previous layers. RNN serve as a powerful tool for many complex problems, in particular when time series data is involved. The training method called “back-propagation through time” could be applied to train a RNN on a given training set (Werbos, 1990). Fig. 2 shows schematically the structure of RNN for the supply chain demand-forecasting problem. As may be noted in Fig. 2, only the output of the hidden neurons is used to serve as the input to the neurons of the same layer.

### 3.3. Support vector machines

Support vector machines (SVMs) are a newer type of universal function approximators that are based on the structural risk minimization principle from statistical learning theory (Vapnik, 1995) as opposed to the empirical risk minimization principle on which neural networks and linear regression, to name a few, are based. The objective of structural risk minimization is to reduce the true error on an unseen and randomly selected test example as opposed to NN and MLR, which minimize the error for the currently seen examples. Support vector machines project the data into a higher dimensional space and maximize the margins between classes or minimize the error margin for regression. Margins are “soft”, meaning that a solution can be found even if there are contradicting examples in the training set. The problem is formulated as a convex optimization with no local minima, thus providing a unique solution as opposed to back-propagation neural networks, which may have multiple local minima and, thus cannot guarantee that the global minimum error will be achieved. A complexity parameter permits the adjustment of the number of error versus the model complexity, and different kernels, such as the Radial Basis Function (RBF) kernel, can be used to permit non-linear mapping into the higher dimensional space.

### 4. Data

In order to examine the effectiveness of various advanced machine learning techniques in forecasting supply chain demand, two data sets were prepared. The first one represents results of the simulations of an extended supply chain, and the second one contains actual Foundries data provided by Statistics Canada.

#### 4.1. Supply chain simulation data

Our simulations included four parties that make up the supply chain that delivers a product to a final customer. Based on this extended supply chain model, in accordance with our earlier discussion, the simulated demand signal processing is introduced as the source of demand distortion. In essence, demand signal processing is modeled by a simple linear regression that calculates the trend over the past 10 days, and, which is then used to forecast the demand in 2 days. This results in
demand signal processing sufficient to cause significant distortion at the end of the extended supply chain. In essence, the more “nodes” the demand signal has to travel through, the more chaotic its behavior becomes. For the distorted demand signal, that we know has been generated using a well-defined pattern, we can attempt forecasting using various machine learning techniques.

The extended supply chain simulation is developed in MATLAB Simulink (MathWorks, 2000). The macro structure of the supply chain defines the one-day delay for the order to move to the next party, the two-day delay for the goods to be delivered, as well as all the display points required for monitoring the simulation and the data collection points that collect data to be used by the forecasting methods. The one-day delay for the orders models the communication lag between the two parties since the customer must first determine the purchasing requirements, create the purchase order and have it approved and then place the order with the vendor which then would submit it for further processing. The two-day delay for the goods to be received into inventory by the customer models a delivery lag because of the processing time of the goods issue, the delivery time and then subsequent processing time for goods receipt. In the very last step of the supply chain, these delays are almost identical but are for the internal production process, such as processing the production order and manufacturing the good.

The end-customer demand is generated (see Fig. 3) using a sine wave pattern that varies between 800 and 1200 final product units representing the effects of seasonality. The pattern repeats itself approximately every month. White noise is superimposed on this pattern to simulate randomness in customer demand. The noise is normally distributed random numbers with a noise power of 1000 which in practice gives a variation of approximately plus or minus 100 every 1000 periods.

Each partner in the extended supply chain is modeled as having the same structure and behavior. Although this is arguably a simplification of reality, it nevertheless results in demand distortion. A partner is divided into the following functions; demand forecasting, purchase-order calculation, and order processing that includes goods receipt and goods delivery. The mechanism for demand signal processing is represented diagrammatically in Fig. 4. As can be noted, the demand signal, after having been processed by the demand forecasting function, feeds into the purchase-order calculation function. The Delivery, Inventory and Backlog signals are all part of the simulated partner model in order to enable simulation monitoring and data extraction. In the simulation schemas, the ovals containing a number indicate the modules interfaces, the inputs and outputs are numbered starting at 1 and they are also named.

Demand forecasting is the business function that is the source of the demand signal distortion. In our simulation, it is based on a simple linear regression of the past 10 days of demand. The forecast is used for the estimation of demand in three following days. This permits the ordering today of the estimated quantity required in three days. The combined effect of small random variations in end-customer demand and demand signal processing distorts the initial demand, which initially has a simple pattern but the demand changes into a chaotic pattern once it reaches the manufacturer.
Once the demand signal has been processed by the demand forecasting function, it is then used to calculate the purchase order that will be submitted to the next partner. We assume that the ordering party keeps track of the current total non-received quantities so that it does not keep ordering more for the items that are in the backlog. Deliveries received from the supplier, plus the quantity that is currently in inventory, are used to fulfill any backlog order. Only then do regular orders and the remaining quantity replenish the inventory.

An initial simulation run of 200 days is used to review the results of the extended supply chain. Fig. 5 shows the order history for all partners. As can be observed, the simple demand signal processing can cause significant distortions in the manufacturer’s orders and production orders. This distorted demand will eventually have adverse effects on deliveries, inventories and backlogs for the retailer (Fig. 6).

4.2. Foundries monthly sales data

The foundries monthly sales data was obtained from the Statistics Canada table 0304-0014, which is defined as “Manufacturers’ shipments, inventories, orders and inventory to shipment ratios, by North American Industry Classification System (NAICS), Canada, monthly” (StatsCan, 2003). From this table, the monthly sales for all foundries are used. The classification of foundries is as Durable Goods Industries, Primary Metal Manufacturing. The industry is described as follows: “this Canadian industry comprises establishments primarily engaged in pouring molten steel into investment moulds or full moulds to manufacture steel castings.” (StatsCan, 2003). Therefore, it is far upstream from the final customer and is expected to be subject to much demand signal distortion. The value (in Canadian dollars) of the monthly orders by the Foundries is shown in Fig. 7.

5. Experimental results

This section describes the results of experiments using various forecasting techniques on the two data sets described in the previous section.

5.1. Data preparation

The exact same training and testing data sets have been used for all of the forecasting models
for valid comparisons. The daily manufacturer orders, obtained from our supply chain simulation, are first used as a source of data for building forecasting models. The first 300 days of this data can be seen in Fig. 8.

The input variables for the models are the change in demand for each of the past four periods plus that for the current period, and the output variable is the total change over the next three periods. The exceptions are the Naïve, Average and Trend forecast. Since this data pre-processing creates null values at the beginning and end of the prepared data set, these observations are dropped from consideration. We separate the simulation demand into two sets: training set and testing set. The training set has 600 days and the testing set has 600 days. A sample of the first 15 observations and the prepared data set are given in Table 1.
There are 136 months of estimated sales data for Canadian Foundries. The observations start on January 1992 and end on April 2003. Because of the data preparation, which causes null values, five observations from the beginning of the data set and one observation from the end have been dropped. This gives a total of 130 months of observations.

Input variables for all the models is the percentage change in demand for each of the past four months plus this month and the output variable is the percentage change over the next month. Because of the increasing trend in total demand and increasing demand oscillation amplitude, percentage change is preferable to just the change. Table 2 shows a sample of data set for foundries.

The training set for foundries data includes 100 months (77%) and the testing set has 30 months (23%).

5.2. Neural networks

A three-layer feed-forward back-propagation neural network was used to build a forecasting model (Demuth and Beale, 1998). A neural network with a hyperbolic tangent (tanh) transfer function, a learning rate of 0.1 and a momentum of 0.7 was trained to capture relationships between the five
inputs and one output for both data sets. We use a 20% cross-validation set (a subset of the training set) to stop the training once the error on this set starts increasing to prevent over-trained.

For the simulation data, 10 hidden layer neurons were used. This choice of 10 hidden layer neurons give a ratio of 8 training samples to one neural network weight:

\[ \frac{S \cdot T}{H(I + O)} = \frac{600 \cdot 0.8}{10(5 + 1)} = 8. \]

Here \( S \) is the sample size, \( T \) is the proportion of the sample used for training, and \( I, O, \) and \( H \) are the number of input, output and hidden neurons respectively.

For the foundries demand forecasting, the number of neurons in the hidden layer was set to 3 with a ratio of samples to weights of 5.7. A somewhat smaller ratio is due to the smaller size of the available training set. Figs. 9 and 10 show graphically the forecasted change in the demand for both of the data (simulated and foundries) using neural networks on the testing data sets.

5.3. Recurrent neural networks

Our recurrent neural network model was similar to the neural network model described above, but it additionally had recurrent connections for every
neuron in the hidden layer that fed back into all the neurons of the same layer at the next step. This allowed the RNN to learn patterns through time. Both RNNs were based on a hyperbolic tangent transfer function, the learning rate was 0.01 and the momentum was 0.7. For the RNN trained on the simulated data six neurons in the hidden layer were used. With the 62 recurrent connections, the final ratio of samples to network weights was 6.7. The RNN for foundries demand forecasting had two neurons in the hidden layer to achieve the ratio of samples to weights of 6.5. Figs. 11 and 12 show the performance of RNNs on the two testing sets.

5.4. Support Vector Machine

A Least Squares Support Vector Machine with a Radial Basis Function kernel was used as our next forecasting method. The specific tool used is the LS-SVMLab1.5 for MATLAB (Pelckmans et al., 2002; Suykens et al., 2002). For choosing the best RBF kernel parameters, LS-SVM’s 10-fold cross-validation based hyper parameter selection function was used. Once the best parameters had been selected, then the final LS-SVM model has been trained. For Simulation Distorted Demand Forecasting the hyper parameter optimization function decided on a regularization parameter of 0.6206 and a RBF kernel parameter of 26.3740. For the foundries demand forecasting the hyper parameter optimization function decided on a regularization parameter of 16.3970 and a RBF kernel parameter of 2.1510. The LS-SVM could learn the training set extremely well. Figs. 13 and 14 show the performance of SVM on the testing data sets.

5.5. Comparison of results

The comparison of results of the various forecasts is presented in Tables 3 and 4. They have been sorted in ascending order based on the test set Mean Average Error (MAE). The Recurrent Neural Network and the Least-Squares Support Vector Machine have the best results, but their superior accuracy is relatively larger for the Foundries’ demand data series than the simulated demand data.
series. In both cases the SVM has the best training set accuracy with the least impact on it generalization ability seen in the testing set. We can also see that the trend estimation and the naïve forecast are the worst types of forecasting since they have the highest level of error.

We have used t-tests in order to compare the accuracy of different forecasting techniques. Tables 5 and 6 show the resulting p-values.

The results of the experiments suggest that the recurrent neural networks and support vector machines have been the most accurate forecasting techniques. Moving average, naïve and trend forecasting have been among the worst performers. However, statistical analysis of the results show that there was no statistically significant differences in terms of the accuracy of forecasts among RNN, SVM, NN, and MLR. Thus, the gains in the
The forecast accuracy of RNN and SVM over MLR have been marginal for both datasets. Moreover, MLR has outperformed neural networks on both datasets. This result can be explained by the prob-
lem of overtraining of neural network. Recurrent neural network has shown a better performance presumably due to its ability to capture temporal patterns. SVM has shown the best performance on the training sets that did not extend to the testing set. This shows the limitations of the SVM on achieving the true generalization.

Overall, the performance of RNN, SVM, NN, and MLR have been significantly better than that of the simpler techniques including moving average, naïve, and trend methods.

6. Conclusion

The objective of this research was to study the effectiveness of forecasting the distorted demand signals in the extended supply chain with advanced non-linear machine learning techniques.

The results are important for situations where parties in the supply chain cannot collaborate for the reasons discussed in the beginning of the paper. In such cases, the ability to increase forecasting accuracy will result in lower costs and higher customer satisfaction because of more on-time deliveries.

Although showing better results overall, the advanced techniques did not provide a large improvement over more “traditional techniques” (as represented by the MLR model) for the simulation data set. However, for the real foundries data, the more advanced data mining techniques (RNN and SVM) provide larger improvements. Recurrent Neural Networks (RNN) and Support Vector Machines (SVM) provide the best results on the foundries test set. We can also see that the trend estimation and naïve forecast are the worst types of demand signal processing since they have the highest level of error.

Overall, we can conclude that the use of machine learning techniques and MLR for forecasting distorted demand signals in the extended supply chain provide more accurate forecasts than simpler forecasting techniques (including naïve, trend, and moving average). However, we did not find that machine learning techniques show significantly better performance than linear regression. Thus, the marginal gain in accuracy of the RNN and SVM models should be weighed in practice against the conceptual and computational simplicity of the linear regression model.

Future research could be directed to investigating the impacts of information sharing on forecasting accuracy, e.g., using the Internet, and other e-business technologies, as a means of enabling firms to coordinate decisions with their various partners (Vakharia, 2002). To study the impact of collaborative forecasting, the current simulations, models and techniques can be used while providing additional information from down the supply chain to the data mining tools. This additional information would likely increase the model’s accuracy. However, as demonstrated by Frohlich (2002), as long as barriers remain, integration of decision making will continue to be a constraint. Such constraints might be alleviated with our model.
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